PROCEEDINGSIACAP 2011

FIRSTINTERNATIONAL CONFERENCE OF
IACAP

THE COMPUTATIONAL TURN:
PAST, PRESENTS, FUTURES?

4-6JULY, 2011

AARHUS UNIVERSITY



Proceedings IACAP 2011

PRINTED WITH THE FINANCIAL SUPPORT OF THE HEINZ NIXDORF
INSTITUTE, UNIVERSITY PADERBORN, GERMANY

© VERLAGSHAUS M ONSENSTEIN UND VANNERDAT OHG
AM HAWERKAMP 31
48155M UNSTER



The Computational Turn: Past, Presents, Futures?

“The Computational Turn: Past, Presents, Futures?”

Dear participants,

In the West, philosophical attention to computatowl computational
devices is at least as old as Leibniz. But sineectirly 1940s, electronic
computers have evolved from a few machines filsegeral rooms to
widely diffused — indeed, ubiquitous — devicesgiag from networked
desktops, laptops, smartphones and “the interniimgs.” Along the
way, initial philosophical attention — in particul#o the ethical and social
implications of these devices (so Norbert Wien8gQ) — became
sufficiently broad and influential as to justifyetiphrase “the
computational turn” by the 1980s. In part, the catafional turn referred
to the multiple ways in which the increasing availity and usability of
computers allowed philosophers to explore a rafgeaditional
philosophical interests — e.g., in logic, artifidiatelligence, philosophical
mathematics, ethics, political philosophy, epistigg, ontology, to
name a few — in new ways, often shedding significenv light on
traditional issues and arguments. Simultaneousiyptter scientists,
mathematicians, and others whose work focused mpuotation and
computational devices often found their work tole¢f not force)
reflection and debate precisely on the philosoplasaumptions and
potential implications of their research. These targe streams of
development - especially as calling for necessasrdisciplinary
dialogues that crossed what were otherwise oftes diaciplinary
boundaries — inspired what became the first o@bmputing and
Philosophy (CAP) conferences in 1986 (devoted tmQuter-Assisted
Instruction in philosophy).



Proceedings IACAP 2011

Since 1986, CAP conferences have grown in scopeang#, to include
an extensive array of intersections between contiputand philosophy
as explored across a global range of culturesraitibns — issuing in
fruitful cross-disciplinary collaborations and numgs watershed insights
and contributions to scholarly reflection and paétion. In keeping with
what has now become a significant tradition oficaitinquiry and
reflection in these domains, IACAP'11 celebratesabth anniversary of
CAP conferences by focusing on the past, preseat{d)possible
future(s) of the computational turn.

Aarhus, July 2011

Charles Ess
Organizer

Department of Information- and Media Studies
Aarhus University

Ruth Hagengruber
Program Chair
Paderborn University
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IS ETHICS COMPUTABLE, OR WHAT OTHER THAN
CAN DOESOUGHT IMPLY?

ANTHONY F. BEAVERS
Department of Philosophy
The University of Evansville

In 2007, Anderson and Anderson wrote, “As Daniehibett (2006) recently
stated, Al ‘makes philosophy honest.’ Ethics mwestitade computable in order
to make it clear exactly how agents ought to behawathical dilemmas” (16).
To rephrase, a computable system or theory of ®thigkes ethics honest. But
at what cost? Might Turing’s 1950 prophecy thattteg end of the century the
use of words ... will have altered so much that orilé e able to speak of
machines thinking without expecting to be contreatit (1950, 442) soon take
on normative dimensions due to research in auificiorality. Will attempts to
make ethics computable lead us to redefine the teramal” to fit the case of
machines and thus change its meaning for humaon® &lsall this the threat of
“moral nihilism ... the doctrine that states that ality needs no internal
sanctions, that ethics can get by without moralihg” i.e., without some type
of psychological force that restrains the satisfecof our desire and that makes
us care about our moral condition in the first pla@eavers, 2011a).

Analyzing this possibility requires inspection thie meaning of the term
“ought” and what it implies. In 2009, | argued thitllowing Kant, ought not
only impliescan, but alsomight not in which case it would be morally wrong
to create artificial Kantian agents, since doingveald require designing them
in such a way that thegould act immorally, but would not do so. Only on such
a condition would it make sense to hold a machasponsible for its actions
and praise or blame it for its behavior. In 201&rdued that ibughtimplies
can then it also impliedmplementability If a machine or humagan act
morally, this can only be because the mechanisnigetiver in software or
wetware) have the requisite components to allowitfomhus, any theory of
morality must be implementable in real working ageto qualify as a viable
moral theory. Given the conclusions of 2009, | adyin 2011 that designing
machines in such a way that they behaved moraltywsmre not able to act
immorally would require redefining the term “motgliin such a way that full
moral agency with internal sanctions was not isidrto ethics, but “merely a

-19 -
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sufficient, and no longer necessary, conditionteing ethical.” In this case,
internal states such as conscience, responsil@gyfelt affective weight) and
thus moral accountability arex hypothesinot necessary for ethics either.
Thus, if we build machines capable of being desctiby the term “moral” we
can only do so by redefining the term. So, if aetimm coming when we can
speak of a machine as moral without expecting todsgradicted, we will have
succeeded in turning ethics into a strictly exidnsehavioral affair in which
internals are irrelevant.

Since on the surface, an ethics withoutcaightis as empty aghinking
without insight or wisdom it is necessary to explore what etagghtimplies in
order to form an adequate conception of a metapdydimorals that will fit the
information age. While other research for a workamgnception of ethics has
already been done (e.qg., Floridi and Sanders, 2@0dareful exploration of this
foundational concept still appears lacking. | hdpefill this gap to explore
whether ethics can get by without its cheristoedyht and, if so, what that
implies for ethics more generally. The concern mgahis talk is whether the
information age is issuing in a post-ethical agemether it is leading to a
redefinition of ethics that is both long overdue aeeded.

References
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(IN)SECURE IDENTITIES: ICTS, TRUST AND ‘BIO-POLITIC AL’
TATTOOS

KATJA AAS
Department of Criminology and Sociology of Law
University of Oslo

The globalising world is marked by anonymity, massbility and mass

consumerism. These conditions create a distinctobethallenges for social
identification practices, first and foremost, thealtenge of creating reliable and
‘trustworthy’ identities. The paper addresses irtipalar the growing reliance
on biometrics and biometric databases and exarhim@sthese forms of bodily
control function as border controls. While reveglispecific notions of

subjectivity, the paper also explores how thesehrtelogies function as
mechanisms of social sorting and global governaand have markedly
different effects on the citizen of the global Noand the global South.

-21 -
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INFORMATION AND DEEP METAPHYSICS

TERRELL WARD BYNUM
Department of Philosophy
Southern Connecticut State University

Scientists working on the cutting edges of thedtdfioften engage in thinking
that is much like metaphysics. Similarly, in thesppghilosophers inspired by
major advances in science have made significantiadsl to metaphysics, as
well as other branches of philosophy. On occasithhg scientists and
philosophers have been the very same people. Fonm@g in ancient times
Aristotle created physics, biology and animal psjyogy, and at the same time
he made related contributions to metaphysics, Jogjistemology, and other
branches of philosophy. Again, during the Enligiment in Europe, influential
philosophers like Descartes and Leibniz also wespeacted scientists and first-
class mathematicians. At times, people who werengmily scientists (for
example, Copernicus, Galileo, and Newton) inspitbthkers who were
primarily philosophers (for example, Hobbes, Lockred Kant). In more recent
times, revolutionary scientific contributions of ®an, Einstein, Schrédinger,
Heisenberg, and others significantly influencedigduphical ideas of people
like Spencer, Russell, Whitehead, Popper, and nramg.

Today, in the early years of the twenty-first ceptudevelopments in
cosmology and quantum physics appear likely toraftignificantly our
scientific understanding of the universe, of lilmd of the human mind; and
many scientists have become convinced that theetsgy ultimately, is made of
guantum information. These developments, it seem®ud, are very likely to
lead to important new contributions to philosopagd indeed, as illustrated by
Luciano Floridi's writings on informational realisrand philosophy of
information, significant philosophical contributi®nalready have begun to
appear.

Of special interest, in this presentation is theaidhatthe universe is a
vast “ocean” of quantum bit§‘qubits”); and thus each object or process in the
universe can be seen asconstantly changing data structure comprised of
gubits. On this account of the ultimate nature of the arse, the fundamental
“stuff” of which our universe is made iguantum information Unlike
traditional “bits”, such as those processed in maofsttoday’s information
technology devices, “qubits” have quantum featumsch as genuine
randomness, superposition and entanglement — é&sathat Einstein and other
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scientists considered “spooky” or “weird”. Thesentraditional features of
gubits have made it possible to achieve unbreakatdeyption, teleportation,
and a new kind of computing — “quantum computing”.

In this presentation, a number of quantum topioshsas randomness,
superposition, entanglement, collapse of a wavetfom, teleportation, and
guantum computing are briefly described. In lighsoch quantum features, it
seems appropriate for philosophers to re-examin@argety of philosophical
concepts, such as possibility and impossibilitteptial and actual, cause and
effect, being and reality, logic and contradictiand a number of others. Such
concepts are central to the “deep metaphysics” finavides a conceptual
foundation for  philosophy. Consequently, this prgation calls upon
philosophers to familiarize themselves with curréetelopments in cosmology
and quantum physics, especially those developntbatssee the universe as
ultimately an expanding ocean of quantum infornmatib philosophers take on
this challenge — as Luciano Floridi has alreadyube¢o do — the deep
metaphysical foundations of philosophy are likelp be profoundly
transformed. As a small contribution to that effdhis presentation concludes
with a brief sketch of a possible new metaphydicebry.

-23-
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THE NEXT STEPS IN ROBOETHICS

JOHN P. SULLINS
Department of Philosophy
Sonoma State University

RoboEthics has now matured from its beginnings asurdous offshoot of
computer ethics into a sub-discipline of its owatthas a well defined scope of
study. In this paper | will briefly look at theaywth of RoboEthics and the
important roll it is playing in the development ifbotics technology. | will
then look at the more pressing open problems inoEtitics and suggest some
ways forward. | will focus primary on the critiois that RoboEthics is
impossible given that phronesis is beyond the dapat machines. To refute
this claim | will propose a model system inspirgcthe architecture of the IBM
Watson computer that, | will argue, could achienetificial practical wisdom.
This would be possible through the use of a corgexrsitive hybrid of logical
and non-logical search methods that could accessntlents to find comparable
exemplar cases similar to the ethical situationrtimt is attempting to reason
about. Armed with this data, the robot would béedb make more nuanced
decisions even without its own innate human eqaivgpractical wisdom.
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COMPUTATIONAL METHODS FOR THE  21ST-CENTURY
PHILOSOPHER: RECENT ADVANCES AND CHALLENGES IN
COGNITIVE SCIENCE AND METAPHILOSOPHY

CAMERON BUCKNER
Department of Philosophy
Indiana University

As evidenced by past CAP conferences, the inteoseof computing and
philosophy has long been a fertile area of reseafdte past ten years in
particular have produced a variety of new compaoiteti techniques of
philosophical import. These powerful new techngugresent
philosophers with alluring opportunities, but alpose a number of
challenges requiring methodological reforms. ligrabve science, new
computational models of psychological processesrapélly-increasing
our ability to predict behaviors, but the structaoféhese models seem to
make a hash of traditional distinctions in psychgleuch as that between
cognition and association. In metaphilosophy, n&tistical and logical
programming methods offer the possibility to addrestherwise
intractable philosophical questions, but rely upen variety of
assumptions, require input data that can be expens collect, and
produce results that can be difficult to evaludtethis talk, | will review
some of these new technologies, recommending newcepbual
frameworks and methodologies to understand, evalaaid utilize their
results. While | will give a brief overview of #hilatest generation of
research, the talk will focus primarily on speciéixamples from my own
work in the areas of comparative psychology andadyin ontology.
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Panel

INTERNET RESEARCH ETHICS: CORE CHALLENGES, NEW
DIRECTIONS

Charles Ess
Department of Information- and Media Studies
Aarhus University

Elizabeth Buchanan

Director, Center for Applied Ethics

University of Wisconsin-Stout

Co-Director, International Society for Ethics & brimation
Technology (INSEIT)

Jeremy Mauger
School of Information Studies
University of Wisconsin, Milwaukee

Internet Research Ethics (IRE) is an emerging edissplinary field which studies how
research is conducted in online environments aallsse resolve the subsequent ethical
dilemmas in normative and practical terms. Whilailsir to its physical counterpart,
conducting scholarly research online is differemttérms of ethics and values. For
example, online surveys bring new privacy conceResearch in chat rooms confounds
our notions of subject anonymity and identifialyiliScraping data from social networks
or public blogs complicates issues of informed eoms At the same time, research
conducted on and through the Internet has expaegdnentially in the last ten years;
researchers across disciplines make frequent usesucdii tools as online survey
generators, as well as engage in forms of partitipdoservations of virtual worlds.
Internet Research Ethics has thus emerged ovempdiseé decade as a distinct and
important field of applied ethics — one that ovpslavith central issues and approaches
of information and computing ethics and is oftefoimed (and informs) the broader
intersections between computing and philosophy.
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The panel will begin with a few real-world examplet ethical dilemmas that are
representative of contemporary issues in IRE aadapecially challenging to traditional
ethics. Panelists will then provide an overviefsmwo current projects focusing on
significantly developing the field of IRE, begingirwith the current revision of the
Association of Internet Researchers’ (AolR) ethicplidelines. These guidelines,
adopted by AoIR in 2002, have found extensive usaral the world as a helpful guide
to analyzing and resolving ethical issues in Indénesearch. The current revision seeks
to update the guidelines in light of the dramatipansion of Internet research following
on the emergence of so-called Web 2.0 technolagidsthe ongoing global diffusion of
the Internet. The second project is the Internesddrch Ethics Digital Library,
Research Center, and Commons (http://www.intersetnehethics.org/). This ongoing
project is the result of a grant awarded by thadwal Science Foundation to the Center
for Information Policy Research at the UniversifyWgisconsin-Milwaukee’s School of
Information Studies. A primary goal of this prdjes to develop and provide sound
resources, a solidified research base, and expeiteaas more researchers and more
IRBs/ethics boards struggle with the complexitidsimernet research ethics. Both
projects thus share an emphasis on praxis — halyzng and responding to real-world
dilemmas faced by a growing research communityraddhe globe.

Following these introductions and overviews, thaghawill invite critical discussion of
the representative issue, approaches, and resouksesell, the panel will welcome
comments and suggestions from participants fortaadil resources and insights that
will contribute to both projects — and to suggestysv where these projects in turn
contribute to contemporary work in information aramputing ethics. A last goal of the
panel is to develop a better articulation — a cphed map — of the multiple
relationships between IRE as a field of informatemd computing ethics and other
characteristic foci and thematics of computing philosophy.
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RULES AND PROGRAMMING LANGUAGES

RAINHARD Z. BENGEZ

Philosophy of Science, Technology, and Engineddiagartment
Carl von Linde Academy

TUM School of Education

TU Munchen, Arcisstr. 21, 80333 Minchen, Germany

bengez@tum.de

Abstract

In computer science and related fields we arertglknuch about rules. The wordle appears
very often directly or unspoken in papers concerngomputer science or Philosophy of
Computer Science. We are talking about logic(sgrpreters, procedures and compilers, systems
of rules, programming languages, automata and milesoftware design, good practices, and
much, much more. But, unfortunately, the meaningthefwordrule to which one refers from
case to case seem to be unclear. In my contributiwauld like to try to show some of these
ambiguities and discuss ways to avoid them. Acogrdio the nature of this subject, my
contribution is both analytical and normative adlweecause | will analyze some applications of
the word and work out a traceable direction for ofi. Admittedly, the wordule has so many
directions for use in computer science and philbgagf computer science that | cannot talk about
most of them. | will restrict myself to rules indog action and especially to such rules in
programming languages (DSL, specification, etchiisTwould mean rules are guiding actions in
languages, or, stated more general, in sequensitiligtured patterns. | will start by talking about
the dependence of rules and actions.

-29-



Proceedings IACAP 2011

A BEHAVIORAL CHARACTERIZATION OF COMPUTATIONAL
SYSTEMS

JAVIER BLANCO
Universidad Nacional de Cordoba, Argentina

RENATO CHERINI
Universidad Nacional de Cordoba, Argentina

MARTIN DILLER
Universidad Nacional de Cordoba, Argentina

AND

PiO GARCIA
Universidad Nacional de Cordoba, Argentina

Abstract. We introduce the concept of interpreter as a predof behavior in response to some
input that codifies it. We argue that the notionird&rpreter captures the minimal characteristics
shared by different kinds of computational deviees] can thus serve as a criteria to identify how
interesting a computational system is. This charaation contrasts with many of the current
functional descriptions offered in the literaturetbis topic, in that these are somewhat dependent
on the technology that is currently available. 8itbe concept of interpreter can be used to
compare different systems, it defines a computatibierarchy, establishing the relative degree of
computationalism of different systems. This enabke$o restate some ontological questions, such
as what is a program?, when is a system compugfipin more precise terms which admit
clearer answers.

Any system can be characterized in terms of itsipées behaviors. In particular, a useful
description of a computational system is givenhsy relationship between the input and
the behavior produced as a response to that inghdracteristic of the system.

The feature that distinguishes computational systfom other types of systems is
that they may produce a very large and interesseg of behaviors, depending on
syntactic inputs and “without changing a single elir(Dijsktra, 1988). Thus, the
characteristic input-behavior relation implicitlyefthes an encoding of behaviors as
syntactic objects.

We have suggested in (Blanco et al, 2011) thakeskey aspects of computational
systems can be captured by the ubiquitous conckphterpreter as used both in
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theoretical and applied computer science (Joneg,18Belson&Sussman 1996, Jifeng
& Hoare, 1988), defined in a very general manner.tHis article, we present an
interpreter as the necessary link between a sebebfaviors and their respective
encodings, without relying on any mechanistic aotoaf systems. As we argue
elsewhere, the concept of interpreter can be regandt only as a notion that captures
the minimal common characteristics of differentaypof computational devices and
serves to clarify various concepts which pervadenmtter science, but also as a
framework for understanding computing.

By behaviorof a system we understand only a description efdbcurrences of
certain events considered relevant of the systeifferBnt ways of observing a system
may determine different sets of behaviors. Thus bihaviors will depend on a decision
regarding the events that are considered of intdi@sthat system (for particular
purposes). A precise definition of behavior will leét unspecified here, since this will
only make sense when a particular framework igdtat

Intuitively, an interpreter produces a behavicraading to some input that codifies
it. Usually, the encoded behavior may depend ontiiata, but for simplicity we will
assume in this presentation that the data and metere already encoded together. The
notion of interpreter is (almost) by definition thecessary link between the so-called
“program-scripts” and “program-processes” (EdenZZ@lanco & Garcia 2008).

Given a characterization of a fixed $8tof possible behaviors, and a set of
syntactic elementB, aninterpreteris a function : P -> B assigning some behavibrin
B to everyp in P. When this relation is given we say thatis the encodingof b.
Generally, we speak of the syntactic domRias theprogramming languageand ofp
as aprogram

A (physical) systenhrealizes an interpretéif it is capable of receiving an inppt
and systematically produce the observable behdvsuch thai(p) = b. In this case we
say thatl effectively computes Wia the progranp. We say that a (physical) system
realizesan interpreter when every time we provide it vdthinstance of an encoding, it
produces the corresponding observable behaviourd@aot consider internal states,
since these may be realized in very different ways.

One way of precising the notion of realizationaleng the lines of the notion of

“practical realization of a function” defined indi®eutz 1999), where the relation is an
isomorphism between the formal definitioni@nd a physical theoflythat describes the
systeml (for example, the theory of electrical circuitbt includes a description of the
inputs and outputs of the system as well as a ifumé&t that maps inputs to outputs using
the laws and language ®fin a way that guarantees the preservation ofgmiphism.
In (Scheutz 1999) different degrees of “practigalitf the realization relation are also
considered that take in account the limits in pieci with which the inputs can be
measured and generated, reliability and range ridtioning of physical systems, noise
generated by the environment, etc.

The concept of interpreter serves as a criteridigbnguish between systems that
could be computational (w.r.t some inputs and behas) from those that could not.
Since we want to capture what makes any systenrarogable, we do not assume any
particular implementation technology in the concept interpreter. Different
computational models, like Von Neumann machinesralfgd machines, DNA-
computers, quantum-computers, can be considerestpieters because they can
systematically produce behaviours from their enegslin a predefined language. What
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will be specific to each model is the underlyingdhy used to justify that they are
interpreters, not the criteria used to determinat tthey are indeed programmable
systems.

The notion of interpreter can be seen as funckiomg an interpreter is such when
it is capable of producing behaviors from prograRalowing this idea, a program is a
syntactic structure capable of being interpretedporégram is such only relative to a
given interpreter and an interpreter is such oalyaf particular programming language.
The concepts of program, programming language matedpreter are thus relational and
inter-definable.

The main feature of an interpreter is that ipisgrammablethere is an available
syntax with which a variety of behaviors can becoglel. The degree of programability
of an interpreter is given by the variety of beloasithat the underlying programming
language is able to encode. Tdeggree of programabilitys the distinctive feature of an
interesting computational systerif we consider a system computational when it is
programmable, then being computational will also &eproperty which can be
established only relative to a set of behaviors amdrresponding encoding (usually an
actual programming language). In other words, ttop@rty of being computational will
not make sense independently from a set of belsuaiod the encoding. This will allow
us to tackle some philosophical problem such agptbblem of pan-computationalism
(do all physical systems compute?) (Putnam 198rl&&990, Chalmers 1996, Chrisley
1994, Copeland 1996, Piccinini 2008) from a diffeérperspective. The question “Is this
a computational system?" is replaced by the qomestis this a computational system
with respect to this set of inputs and behaviors®”equivalently, “How interesting,
from a computational point of view, is this syst€émProm this perspective, in
particular, several constructions of “trivial impientations of programs” which intend
to show how the thesis of pan-computationalism lsarestablished do not qualify as
interesting computational system.

Since the rise of computability theory in the tileis, it was clear that a computation
is related to certain formal object that prescriite®.g. the description of a Turing
Machine, general recursive functions, a lambda-teets. A computation, then, is
produced following this prescription. Putnam'’s (aBeéarle’s) theorem (Putnam 1987,
Searle 1990), on the other hand, tries to presantian of computation in itself, reifying
computation as something that exists independefttite prescription or program (any
sequence of states would do).

The property of being an interpreter for a giveh a&f behaviours can be satisfied
by certain systems. An interpreter is a generalonathat can be used to characterize
physical mechanisms (computers, calculators), aamuactting mechanically (Turing’'s
computor, a human carrying out the reductions ofambda term), mathematical
formalisms (universal Turing machines, etc.), ompaters with computing power
beyond Turing computability (Oracle computers (CGapéd 2002)). Whereas a (physical)
counterpart is needed for the realization of amrprieter, the property of being an
interpreter, and concomitantly, the property ofnigea programmable system, can be
determined by its abstract description.
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WHAT IS THE DIFFERENCE BETWEEN YOUR FRIEND AND A
CHURCH-TURING LOVER?

A New Defense of H-Consciousness.

PIOTR BOLTWC
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Springfield IL 62703

(and Warsaw School of Economics)

Abstract. Whatever functionality may be attained by a phaissiystem, (such as a
human), it could, be replicated by a robot. We dafine a Church-Turing lover as
a robot with all functionalities of a (realistic; mleal) sex partner. What it lacks is
only the first person perspective. If we care wiatrtner truly feels, not just how
he/she behaves, we should care. Yet, if we coulttliu relevant first-person
consciousness, the difference would disappeart avould be relegated to a
broader social-historical context..

1. The gist of the Argument

An important direct implication of the Church-Tuginseems to be that whatever
functionality may be attained (by a physical systesach as a human), it can, in
principle, be replicated by a robot. In the areaef, whatever ‘functionalities’ a human
lover may perform, the same would in principle bplicable in advance sex-toys. The
term ‘functionality’ can be understood as broadlg we can. Should desired
specifications of a lover include, in addition wvanced mechanical functionalities, also
certain advanced tactile features, temperaturesadgnts, fluid emissions (including
chemical replication of the body fluids, such agatysquirt or sperm), ionization levels
and other bioelectrical fields, sounds or even mjghted conversations and other
language utterances ( ‘the Turing test’ is onehefimplications of Church-Turing) such
conditions can be produced, though sometimes teernay in practice be prohibitive.
To understand this point is important for the lasge-toy industry, for other industries
piggybacking on its research and development, bad #or the philosophers. The
guestion for philosophers is what, if anything, Wdomake such robotic lover different
from a human one. Advanced robotic lovers can lvedl as external experience
machines, where one’s senses are stimulated bstificia cause but not through direct
brain stimulation but rather through stimulationeaternal sensory organs. It is however
similar to the experience machine since the robeglks the ‘typical’ or so-called
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‘proper’ causal chain between the experiences ahdnaan lover and initiates a so-
called deviant causal chain (terms ‘proper’ or idat are used here in the sense used in
theory of causality, not as moral evaluatives)ome to the conclusion that, while there
is no functional difference, the human lover is saged to have a first-person (h-
consciousness) related to Chalmers’ hard-problem.

Without such assumption we have no way to philbggly articulate the
difference between the moral subjects for whomré&his something that it is like to
experience’ a certain thing (here, sex) for thédmsand those for whom there isn't such
a thing. Perfect electronic lovers work better tzambies in demonstrating this point
since we avoid the controversies whether it is eomble that identical physical
systems, such as human brains, could producepfrsien consciousness in humans but
not in zombies. The zombies seem to violate thettefi materialism that there is no
difference without physical difference while elextic toys do not make such violations..

1.1.MAIN STEPSOF THE ARGUMENT

Let us present a ‘sentence outline’ of the maimament.

1.1.1. Defining a Church-Turing lover

It is the perfect functional imitation of a humavér in terms of all parameters desired,
which may include some or all of the following:tactile features, b. reactivity to voice
commands, c. speech quality, d. speech contertdiing, the ability to meet the Turing
test), e. advanced domestic skills (cooking, cleghif. other skills of an artificial
companion as defined by Floridi.

1.1.2. Defining your boyfriend/girlfriend

Defining your boyfriend/girlfriend as a human beirggual or inferior to the Church-
Turing lover in terms of the functionalities deserdl broadly in points a-f and all other
typical functionalities.

1.1.3. Establishing rough functional equality betwehe Church-Turing lover and the
Boyfriend/Girlfriend.

This includes the responses to various objectiarch sas the social objection, the
psychological objections and the religious objattidbhe only objection left unanswered
is the reproductive objection, which leaves us Wittugh functional equality’: Church-
Turing lover is functionally equal to your Boyfriét@irlfriend provided you do not
intend to procreate with him/her. (Actually, ChoiEuring implies procreative
functionality in robots as well).

1.1.4. Atypical functionalities, defined as tho$¢he first-person perspective.

I show futility of the Church-Turing functional neactments of presumed first-person
statesWhy do | want my boyfriend/girlfriend to have aigasm not just to be very good
at faking one?(If I am not an egoist | want her to feel good just to behave as if she
felt so.) Also, | give a brief,responses to thevipgged access problem).
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1.1.2. The engineering thesis in machine conscigssn

The engineering thesis in machine consciousness&ssgour girlfriend/boyfriend’s
uniqueness, but not forever. There is a first-pgréoductively established, difference
between the Church-Turing lover and a boyfrientffggnd. The difference may
partially disappear should we be able to enginesbots with first-person h-
consciousness.functionalities.

Acknowledgements

| developed an early draft of this argument at Garrhan’s graduate seminar in
epistemology in the Spring of 1991. | want to thdmof. Harman, Alex Byrne, Mary
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HAECCEITY AND INFORMATION

THEPTAWEE CHOKVASIN
Suranaree University of Technology
Nakhon Ratchasima, Thailand

Abstract. The interest in ‘information entities’ is increagiin the philosophy of
information. In this article, | offer a philosophicanalysis which is concerned
only with their haecceities (thisnesses) in the ception of Heideggerian
‘functionality’. | argue that the haecceity of arfarmation entity is necessary for
making a legal judgment on cybercrimes- especa@ilgharing illegal information.
Moreover, when considering about the persistencgetsfted information files, it
is found that haecceities of those informationsfitave some aspect of being an
indexical of functionality which is far beyond whatns Scotus knew about them.

1. Introduction

| live in Thailand, and my friend is now in Japa&Me are chatting on the MSN. If now
I'm reading some information in a school websited any friend is reading the same
thing on his computer screen in Japan, are we lgxaetdingthe samehing?

Someone may consider about this situation andtegtythe same thing can appear
in many different places at the same time, theeefoe are exactly reading the same
thing. However, some other may say that one thammnot be in many different places at
the same time, so my friend and | are looking at tifferent website pages which are
merely similar to each other.

And so, a question arise§When are two chunks of information, or two
information entities, the same?Ih this fashion of the argument above, it can &éens
that something that is very similar to the problefruniversals is brought back from
classic metaphysics. Cyber-information on webpagfeabes like it is a universal which
is instantiated in many individual computers. Hoam\if a philosopher of information
wants to retain the position of considering infotiora as information entities, she may
have to take another route of explaining the siitjlaof the two web-pages. She might
explain that they are two different information iges that instantiates the same
universal ‘informativeness’.

If the latter is right, then we have to admit thaty information is an information
entity of its own. There are no two distinct infation entities exactly resemble each
other. Unfortunately, this position of metaphysidaformation entities may have
undesirable result. In the present time, there iavaof computer crime that forbids
sending or forwarding any illegal information, picts, piracy items, etc. to a third
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person. Both of the sender and the receiver wiltdmesidered guilty of doing that. But
how can the law still be legitimate if the receivees the argument above to show that
because of their status of being different infoforaentities, he therefore did not receive
the samahing from the sender?

The latter one leads us to other topics in metsiphywhich are about identity and
individuation, and in this article it interests mere than to find out the account of
sameness of information entities in the light af thetaphysics of universals. So, | will
stick to the topic of identity and individuatiom this article, | will develop an analysis
to answer the question above. The analysis willibethe light of Heideggerian
‘functionality’ as mentioned by Ratcliffe (2002)atty apart from their properties, for two
things to be identical to each other they must besidered from their ‘teleological
webs’ including their values and ends. Howevenniist be developed further when
answering another question of what the appropmat#éon of identity for information
entities is. | will argue that the problem of inidivation is deeper than the problem of
identity. The two information entities that are rbfferent in their properties will be
individuated by their info-haecceities which are trases for their identity.

2. Haecceity and Functionality

It is said that John Duns Scotus may be the finfopopher who deals with the problem
of individuation with “the difference”. Duns Scotgmve arguments for positing an
“individuating difference” or a haecceity whichtis give an account to individuals. In
his Ordinatio, Duns Scotus said that “I reply therefore to theegiion that material
substance is determined to this singularity by spustive entity and to other diverse
singularities by other diverse positive singulastl’ (Wolter, 1994 : 286).

The positive individuating difference, or haecgeit different from the common
nature, or quiddity, that is to explaivhatan individual essentially is. So, we may never
reach a full understanding of the haecceity.

Now we can say that the receiver of the illegdbrimation may be considered
guilty from another perspective. Although it can dad that it is controversial of him
being guilty of receiving the very same thing frahe sender, he is still guilty from
producing another new illegal entities in the cotepwsystem. It has to depend instead
on “the difference” to be legitimate for chargir@ttvo persons (not just one) of being
guilty of two different acts differentiated by tvebfferent entities which just happen to
have the similar characteristics in their commotures.

Cannot haecceity be grasped at allMaecceity(1993), Gary S. Rosenkrantz had
some arguments to show that the haecceity of tfectshincapable of consciousness are
to us cognitively inaccessible. Only the haecceftpne’s being oneself can be grasped
and expressed linguistically by only that one persid we follow Rosenkrantz’s
argument, we have to admit that the haecceity ledrogntities around us in inaccessible.
Is this the same case for haecceity of informagiatity, or info-haecceity?.

- 38 -



The Computational Turn: Past, Presents, Futures?

References

Ratcliffe, Matthew. (2002). Heidegger, Analytic Mekgsics, and the Being of Beindsquiry
45(1), 35-57.

Rosenkrantz, G. A. (1993Haecceity: An Ontological Essayordrecht: Kluwer Academic
Publishers.

Wolter, A. B. (1994). John Duns Scotus. In JorgeEJ. Gracia (ed.),Individuation in
Scholasticism: The Later Middle Ages and the CouR&formation 1150-165Qp. 271-
298). Albany, NY: State University of New York Pses

-39 -



Proceedings IACAP 2011

THE LIMITS OF COMPUTER SIMULATIONS AS EPISTEMIC TOO LS

JUAN M. DURAN
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Over the past few decades the use of computersdantific purposes has been
extended to virtually every branch of science. Suittespread acceptance is clear: their
provide powerful means for solving complex models,well as speed and memory for
analyzing and storing data, visualizing results, et

A less broad, yet still important, use of compsiter laboratory practice is by
means of implementing computer simulations. Latetjentists have turned their interest
to the design, validation, and execution of compstmulations instead of setting up,
controlling and calibrating a whole material expgnt. Whether for budgetary reasons,
time-consuming delays, or complexity, today scfenfiractice is carried out in a way
that strongly relies (if not fully depends) on carmgrs. Here we face a philosophical
problem that now has become widely discussed.

Current philosophical literature deals with thesfion whether the epistemological
value of a traditional experiment has greater @ss) confidence than a computer
simulation. The most used trick for answering thugstion is by addressing the so-called
“materiality problem”.

Its standard conceptualization is characterize®anker in the following way: “in
genuine experiments, the same ‘material’ causesatmgork in the experimental and
target systems, while in simulations there is myefetmal correspondence between the
simulating and target systems (...) inferences tbanget systems are more justified
when experimental and target systems are madeedttime stuff’ than when they are
made of different materials (as is the case in agepexperiments)” (Parker, 282). In
general terms, the materiality problem can be adde either by emphasizing the lack
of materiality in computer simulations as episteatiic defective (for example, as in
Guala, Morgan and Giere), or by claiming that thespnce of materiality in experiments
is rare and, ultimately, unimportant for epistenmarposes (Morrison, Parker and
Winsberg).

Either solution leads to what | call the “dilemmficomputer simulations” for it
presupposes that once the ontology of computerlaiions is sorted out, its epistemic
power can be fully determined. Indeed it is reqiliires premise, to provide an ontology
that resolves the epistemic value of computer sitrarls. However, the informative
exercise of simply checking off ontological featuraf computer simulations begs the
question whether it is legitimate to draw any epist conclusion at all. Paraphrasing
Hacking, they disagree because they agree on basics
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A different approach consists of defending thestgpnic reliability of computer
simulations as philosophically detached from iteotogical conceptualization. This does
not suggest, though, that they are two unrelatedes but instead that each can be
analyzed in its own right. In fact, there existlase relation between them insofar the
ontology becomes, to certain extent, a limitingecés the epistemology of computer
simulations.

Therefore, instead of asserting that “on grounfdmference, experiment remains
the preferable mode of enquiry because ontologiemuivalence provides
epistemological power” (Morgan, 326), | hold a tadof claim: firstly, that materiality
only restricts computer simulation from “accessingttain aspects of the world which
require a causal story; in other words, materiatitpws the boundaries from where
experiments become a specific and irreplaceabléadefor knowing something about
the world. Secondly, that computer simulations ptewvays of inference that do not
depend on its materiality but on its capacity fepresenting empirical as well as non-
empirical systems!Keeping an eye on these two claims, | proposedoged in to co-
related steps: firstly, by analyzing and charazbeg the nature of computer simulations
and material experiments; naturally, this step ighly dependent on assumptions on
computational models, computer programs and expetinall of which will be briefly
addressed. Secondly, by discussing the philosoptetavance of the limits imposed to
computer simulations by materiality as well as drgwsome preliminary conclusions on
their epistemic power.

Case examples will be briefly discussed as well.ohe sense, there are many
aspects of scientific practice that cannot be suiesti by computer simulations, but
require interaction with the material world: measuent, for instance, is one case. In
certain measurement instances (i.e. the so-caliedived measurement”), the causal
interaction of an instrument with the world canbetreplaced by the calculus performed
by a computer simulation. Another interesting csisgly is the reproducibility of
experiments (Cf. Franklin and Howson 1984): assitwiell known, the variation of
instruments and experimental set-up tends to iserésa epistemic reliability; it is not
clear, however, that a similar methodology may wéok computer simulations. In
addition, the detection of new real-world entitsesems a complete chimera for computer
simulations, although it is a key role of materaperiments. On the other hand
computer simulations have the capacity of dealirilp Wncredible complex equations
that represent real-world systems and from which iossible to “crunch” large amounts
of data. Most of our knowledge about the world atemnes from manipulating and
interpreting such data. Computer simulations can bk used for investigating “rational
worlds”, such as counterfactuals, thought expertsiand mathematical worlds.

| then urge for a philosophical discussion of ¢épéstemological value of computer
simulations based on its capacities and limitsteed of the dependence on an
ontological conceptualization.
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WHY TO BUILD A PHYSICAL MODEL OF HYPERCOMPUTATION?
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Abstract. A model of hypercomputation can compute at leamt function not
computable by Turing Machine and its power comemfthe absence of particular
restrictions on the computation. Nowadays, someareters claim that it is
possible to build a physical model of hypercompatatcalled “accelerating
Turing Machine”. But for what purposes these redesnc would try to build a
physical model of hypercomputation when they alydaalve mathematical models
more powerful than the Turing Machine? In my opaminthe computational gain
provided to the accelerating Turing Machine is fiee. This model also lost the
possibility for a human to access to the computatésult. To define this feature, |
will propose a new constraint called the “accessstraint” stating that a human
can access to the computation result regardlessroputation ressources. | will
show that the Turing Machine meets this constnaitiike the accelerating Turing
Machine and | will defend that build a physical mbdf the latter is the solution
to meet the access constraint.

The aim of the computability theory is to definetheamatical functions computable by
algorithms. The definition of an algorithm is howevan informal one and the
computability theory needs a mathematical definitsh this notion. In order to formalize
a predicate which means “can be computed by anritiigd, Alan Turing (1936)
proposed the formal predicate of “computed by TarriMachine” or “Turing-
computable”. According to Turing, the Turing Maohi(iTM) is a mathematical model
of computation with a power equivalent to an altjon. This claim is summarized in the
Church-Turing thesis: functions computable by athars are computable by TM. This
thesis argues that the TM defines the computatjoaldporithm since if a function is not
Turing-computable, there is no algorithm which campute it. For example, Turing
proved that some mathematical functions such asDibphantine functioh are not
Turing-computable. Turing (1939) however, showedhis thesis that the computing
power of the TM, that is to say the number of fiotd it could compute, depended on
the type of constraints applied to the model.

Models which are able to compute more fionst than the TM are called “models
of hypercomputation” or “hyperMachine”, and thewneputational power comes from

! Given a Diophantine equationthe Diophantine function is the function such as

f(x)=1 if x has at least a solution af{g)=0 otherwise.
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the absence of particular restrictions on the cdatmn. Recently, Jack Copeland
(2002) has proposed a model of hypercomputation edarfAccelerating Turing
Machine” (ATM) which is based on the absence of d¢bastraint that the computation
must include a finite number of steps. Copelandaesirates in his article that an ATM
is able to execute an infinite number of computstisteps in a finite time and compute
non Turing-computable functions such as the Diofiharfunction. More importantly,
some researchers defend the idea that it is pessilphysically build an ATM.
However, the physical construction of a computationodel, whether equivalent to the
TM or not, goes beyond the original framework af tomputability theory. Indeed, the
Church-Turing thesis states nothing about the coimgpower of a TM physically built,

it states only an equivalence between the intuitbemcept of algorithm and the
mathematical concept of Turing Machine. It is there pertinent to ask for what
purposes these researchers would try to build palyByperMachines when they already
have mathematical models more powerful than the Trvbther words, why leave the
mathematical framework of hypercomputation to tiarthe physical sciences?

In order to answer these questions, | will tryetglain one reason why advocates
of hypercomputation want to physically build a cangiional model with a greater
power than the TM. In my opininon, although theeatt® of a constraint such as the
finite number of steps allows the ATM to computerendunctions than the TM, the
computational gain is not free. The model of hyperputation also lost a key feature:
the possibility for a human to access to the coatpn result. To define this feature, |
propose a distinction between “to access to thdtfeend “to compute the result”.

We have access to the computation result when dheltris available to us in
principle. This result doesn't need to have a nmggni can only be a string of
symbols.

We compute a result when we can follow in principéeh computational step from
input to output.

From these definitions, we can set out two consisabne asserting that we can compute
results computed by a model and the other assdhaigve can have access to these. Let
a functionf which is computable by a model.

» This model meets the access constraint (AC) ifdibrinput x, we can have
access td(x).

e This model meets the computing constraint (CC)oif &ll inputx, we can
computef(x).

It is straightforward to show that these two coaists are set out in the definition
of a TM. However, | think that the ATM doesn't méiet¢ CC and the AC. My main point
is to explain that it is actually unlikely that arhan can compute an infinite number of
steps in a finite time. This argument consistsayp that the brain, where computations
are made, is a finite entity both in space and .tifldés argument seems pertinent in
order to show that we are not able to follow stgstep an infinite computation. But it is
not suffisant to prove that we can't have accessaaesult from an infinite computation
because it could be possible that we have accd3®phantine function results without
to follow each computational step. For exemple, d8iegelmann (1995) has proposed
a mathematical model of the brain in the form difiaial neural nets which according to
her could compute “beyond the Turing limit” Althdugt appears that Siegelmann's
model may exceed the power of the TM, it has bé&emgly criticized by Martin Davis
(2006) in his article entitledthe myth of hypercomputation

From the two arguments outlined above, | shall ntakeassumption that a human is

not able to compute and to have access to thet @salnon Turing-computable function
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computed by an ATM. Therefore, this model does matet the CC and the AC.
Nevertheless, could an ATM meet these constrailmtsPy opinion, it is necessary to
distinguish two ways for a model to meet the AC.
A model meets the AC in an internal sense if a hummable to have acces to
the computation result without a physical realmatbf the model.
* A model meets the AC in an external sense if a muimable to have acces to
the computation result with a physical realizatidithe model.
For example, a TM meets the AC in an internal sdmsmuse we can access to results
from its mathematical definition. On the hypercotaion side however, we could have
acces to the computation result in an externalesevith a physical realization of an
ATM. This result, characterized by the link betweka computing power of a model of
hypercomputation and its physical realization magdrtant consequences for the notion
of computation. It shows that some features betangd hypercomputation models do
not only depend on mathematics. Specifically, thesbility to access to the result of a
non Turing-computable function computed by an AMased on physical constraints.
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THE MATERIALISTIC FALLACY

Some Ontologic Problems of Regulating Virtual Regali
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Abstract. This paper will discuss a connection between thlogy of virtual
objects and several problems of information ethicague that there is a strong
tendency, sometimes even among professionals inttCffeat virtual objects like
material objects. There are many political regolesdi and economic practices
which make sense for material objects, but do nakemsense for virtual ones.
Such an ignoring of the nature of data procesdiegdt deliberate or not, | call a
materialistic fallacy and consider it to be hampegrsocial progress and benefit.

1. The Fallacy

| call a materialistic fallacy if virtual objectsrea unnecessarily treated like material
objects. The immediate effects of this fallacy twe: The practice in question either
proves to be ineffective, because it is easilyuwireented; or, where it can be enforced,
it stalls progress and severely limits the beribéit ICT could provide.

2. The Ontology of Virtual Objects

By “virtual objects” | refer to any chunk of digita stored data that is conceived as a
distinct entity by human understanding. This willmost cases be identical with files.
However, the human mind does not have to go albedibes of file descriptors, and
especially outside professional IT it often does Womouse pointer, window or web-
page might be made up of several distinct filed, reither is a part of a file a file, nor is
the entire content of a hard-drive. However, adiséh are virtual objects, as soon as we
refer to them. And the decicisive thing about \aftobjects is that they can easily be
made a file and be subject to all possibilites afadprocessing. By this definition of
virtual objects | hope to circumvent most of theedfic problems in the ontology of
computing.
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In material reality, form and matter cannot beasated from each other. One of the
effects of this is, that we are used to relativ&hble individual objects, that persist in
time. Persistence is the precondition for moveme¥iten a material object is moved
into a new place, it is not at the same time ifidteer place anymore.

In the realm of information, however, the casensrely different. In Aristotelian
terms data processing deals with pure 'forms'. Baton't move. They are a-temporal
and intangible (This largely corresponds to whaefe& Turner (2007) say about
programs). Their distinctive characteristidristantiation Any number of instances of a
form can exist, but none of them is prior to anyeot If we send a network packet to two
different computers, we cannot say which of thevemy packets is the original and
which a mere copy. Such questions make sense im#terial world, but they do not
make sense in the virtual.

Technically, any chunk of data is at any pointaked in particular bits and bytes,
and so still is an instantiation and not a puranfoHowever, since computers are all
about reinstantiating the form of this instantiatithis fact is negligeable. Computers are
all aboutmakingit negligeable. This results in what Moor (1997))saformation being
“greased”.

Of course there seems to be movement in virtupotdy i.e. in a cursor on a
screen. Otherwise computers would not be very ustu we should keep in mind that
such movement is alwayssamulation, created by a sequence of copying and erasing.
But only because we sometimes cannot help using sinaulations, there is no need to
do it to the utmost degree. | suggest the oppo¥ite: should do it only where it is
necessary, and otherwise maximize the benefit frewing information from the bonds
of materiality.

3. Examples

3.1DATA EXPIRY

A typical materialistic fallacy is the suggestioput forward by Viktor Mayer-
Schénberger (2008), and recently picked up by teen@n ministry for consumer
protection, to have an inbuilt expiry date for datathe internet. The idea sounds nice:
This would end the problem, that what is put onbinee, resides there forever.

However, it will never work. More precisely: It wiol only work under the most
extreme conditions of worldwide data-control — amoant of control no current
institution is anywhere close to exert. Of courgecan write a program that erases a file
after 90 days, but it would have to be implemergitider as a mandatory core module of
all existing operating systems, or as an obligat@mydware solution similar to Trusted
Computing. However, it does not lie in the natufalata to expire. An expiry module
would only be a separate addition to the core fanatity of computers, and thus both
unwanted and easy to remove.

3.2DIGITAL RIGHTS MANAGEMENT

DRM, or more specifically, copy protection is almaschetypical for the materialistic
fallacy. When we are trying to charge customersa@er-copy basis, we are following
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the paradigm of material objects. Copy protectitiarapts to establish a uniqueness and
sameness for the copy, that does not lie in itereatThe protection must prevent a
function that data processing generally offers:réinstantiation of data.

There are various consequences of this: Firstyival restraints to copy software,
protected or not, are lower than in material thbéicause copying does not result in
anyone else losing data. Second, just becausadt igs nature, the seeming uniqueness
of a copy is difficult to maintain, as it can otdg provided by an additional module. | do
not endorse pirating software. But | endorse ackedging the basic structures of ICT
because of which it is easier to pirat it than totgct it. And | endorse thinking about
alternative ways of dealing with this.

3.3E-VOTING

The ontologic structure of ICT also matters in thecussion about eVoting. | am not
referring to security issues here, but to the sitnaonce security is breached. Then the
full power of data processing lies at the handchefintruder: Whether you forge 10 votes
or 10 000 000 - it is just one line of code. ThH#edénce between local and global
modification is not the same in virtual as in metiereality. Virtual Objects do not count
one by one, but can be treated formally, on varieusls of abstraction. Large scale
modifications in a database are in principle noardifficult than singular modifications.

| don't say that this alone must decide the is@llel say is that the nature of data
processing has to be taken into account.
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Abstract. The effect of computers and computation on théopbphical study of
the epistemology of truth is discussed. The deraknt of algorithmic truth as
satisfiability is considered using modern quasi ieitgd methods that follow the
mathematician Paul Finsler's discovery that a fbicoaception of truth does not
suffice. The P=?NP problem is considered and shtawbe a philosophical
problem using Finsler's method. Non truth valuggasnent conceptions of truth
such as deflation and computer science as a mdthodtudying physics are
criticized.

1. Introduction

The mid 1960s marked the beginning of the influemiceomputers on the epistemology
of various conceptions of truth. On the one haast fcomputers were becoming
available and on the other quasi-empirical charaetons of mathematics in the form
of Lakatosian research programmes were becominglgoflakatos, 1967). A. J. Ayer
attributes the quasi-empirical characterizationlagfical truth to J. S. Mill from the
middle of the 19th Century (Ayer, 1936, p. 291)1864, Paul Finsler published what he
claimed was an air tight defense of his rejecte2bliélea that 'A Formal "conception of
truth" cannot suffice' (Finsler, 1996, p. 163).

Computers were becoming fast enough so that comgutgrams for proving
mathematical theorems and for verifying truth weomceivable. These developments
led naturally to questions concerning what can beputed, and if there are any
limitation of computability. Before the mid 1960Q#, least in the area of mathematics,
epistemology had become truth as existence of mmtieal objects generated from
abstract set theory. The various incompletenesgnsistency and set theory paradox
results were avoided by falling back on truth asmatic logic.

Computers allow a new and seemingly empirical emsiogy of truth. Namely,
something is true if it can be computed in a reabts amount of time. This
immediately led to problems. One early example alpbabetization (sorting) using a
giant table. One can sort a list in linear timecbyverting each key into a number and
storing the number into the address correspondirtiget encoding. It is not clear if this is
alphabetization or not, and it was not clear howdlhect the result.
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2. THE P =? NP PROBLEM AND TRUTH

In order to study "the basic nature of computatiod not merely minor aspects of our
models of computers" (Baker, 1975), the polynontiade versus non deterministic
polynomial time class equivalence problem was dped by Cook(1968) and
Karp(1972). The problem basically asked if thésfiability definition of truth could be
computed by a deterministic Turing machine (TM¥ast as it could be computed by a
non-deterministic TM. The satisfiability conceptiof truth goes back to Alfred Tarski's
work in the 1930s (Tarski, 1956) that defined atesteent (conjunction) of basic
propositions to be true if it is true under any gibe assignment of truth values to the
basic atomic propositions in the statement.

This problem is not only the central problem of puter science, but according to
Aaronson(2005, p. 2) "is correctly seen as the e&eproblem in all mathematics".
Since the formulation of the P =? NP problem in lte 1960s, it has become both a
mathematical problem, a scientific problem because/olves time and a philosophical
problem. The "canonical" possibly easiest probierthe NP class of problems is the
logical truth satisfiability problem. Following Ka, other problems in the class NP
(solvable in in a polynomially bound number of step a non deterministic TM) are
solved by mapping to the satisfiability problempalynomial time (Karp,1972). The
satisfiability problem and its characterizationvdfat can be computed is closely related
to the very essence of truth because as 18th phpih@s David Hume observed, "no
general proposition whose validity is subject te thst of actual experience can ever be
logically certain. ... [something] substantiatednil cases affords no logical guarantee
that it will be substantiated in the nth case algyer,1936, p. 289).

This paper considers the epistemology of computatiahe quasi-empirical sense
by investigating "what is true, and not whathgpothetically taken to be tru@or
instance axioms)" (Finsler, 1996, p. 162).

3. Problems Solved by Computational Epistemology

Two obvious problems solved by computing are dispos the deflationist definition of
truth and disproof of the form of intuitionism thdisavows the law of the excluded
middle. The deflationist theory of truth (Stanfdgdcyclopedia, 2010) argues "to assert
a statement is true is just to assert the stateitsmit’. Computation epistemology of
truth as a satisfiable assignment to all atomienelgs is obviously more than merely
"asserting a statement”.

There are a number of forms of intuitionism. Owoenf rejects the law of the
excluded middle. It is claimed there are formuthat are neither true nor false
(probably because they can not be constructed imudtively obvious way). Again,
existence for finite formulas (possibly potentiaifinite unbounded formulas also) can
be tested byinding some assignment of true and false to atafsiases that makes the
formula evaluate to true. If no such assignmenstexthe formula is false (Finsler,
1996, pp. 167-168). There is no question of iiely acceptable methods here.
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4. Problems Unsolvable by Computational Epistemolog

Although, satisfiability computable in a reasonaldmount of time solves some
epistemological problems, it can not deal with peats involving actual infinity. From
Finsler(1996, p. 164):
One cannot form the set of all ordinal numbersgsiits definition contains an inherent
contradiction [Russell's paradox]. If it were nat ardinal number, then it would still
contain exactly all preceding ordinal numbers, ahdrefore it would have to contain
itself as an element which is impossible

5. Internal Problems of Computational Epistemology Oracle Use

One of the first attempts to solve the P =? NP jaroktried to use an infinite counting
argument from meta-mathematics (Baker, 1975). me¢hod goes back to Cantor's
diagonalization using the lack of a one-to-one ntagppbetween real and rational
numbers. The modern meta-mathematical model thanajog of diagonalization is
relativization using oracles. The idea is to alldWs to make unit time calls to an
oracle. The hope was that for all oracles thesctddanguages recognized by P plus an
oracle was strictly contained in (not one-to-on®) With an oracle. The result was that
P is in NP for some oracles but not for others.e Blaker et. al. conclusion was that by
"slightly altering the machine model, we can obtiffering answers" (p. 431).

Since then, much of computational complexity thetiys been dedicated to
relativizations because relativization proper comteent immediately shows P = NP.
Researchers who think there may be epistemologldfitulties with the P =? NP
problem have criticized relativization but mostlytwut success (Hartmanis, 1976 &
Hartmanis, 1992). Relativization pertains to cotafianal epistemology because it
removes problem specific structure from computahl#h. Hartmanis(1976) shows that
for models of computation that allow the use of enefficient storage access such as the
MRAM model which has unit cost for multiplicatio”, = NP (pp. 33-46). This may
show that there is some conceptual problem withiCtherch-Turing Thesis (definition of
TMs) or even that the class NP does not reallytgkiss an illusion in the Finslerian
sense) because abstraction of the structural ctandeetween satisfiability and other
problems that need non deterministic computatiorefficiency is incorrect.

6. Physicalization of Computational Epistemology

Computational epistemology has taken a recenttmwmard arguing that studying the P
=? NP problem "can yield new insights, not just @wboomputer science but about

physics as well" (Aaronson, 2005, p. 1Peolalikar(2010) recently publishedproof

that P 1= NP except unfortunately it needed axioramfempirical theories of statistical
physics.

In conclusion, | see this change in direction neght because it attempts to
convert a question from physics on the existenaahtum computers (QCs) (pp. 5-8)
into formal and axiomaticized computational epistéogy that does not allow quasi-
empirical experimentation. The argument comescintie because the mathematicians
who contributed to the development of modern plsyéiecluding Finsler whose main
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area was the differential geometry of general ngtgf p. vii) were skeptical of exactly
the physics that QCs embody and require.

In his post WW 1l standard graduate level quanturaharics text book, Leonard
Schiff argues that "QM's range of applicabilitylimited to approximating the behavior
of the atom" (Schiff, 1949, p. 267). Also, Paul&mbend's analysis of the theories of
Niels Bohr and David Bohm (Feyerabend, 1982), sttmat/the very properties assumed
by QC builders do not exist. Bohr states (Feyardlseitalics): At the same time we
must deny the universal validity of the superpositprinciple and must admit that it is
but a (very useful) instrument of predictiofd. 258). Also Feyerabend (David Bohm
taught QM to Feyerabend) describes Bohm's viewhef uncertainty principles as:
"However in order to show the basic and irrefutablearacter of the uncertainty
principle these features themselves would have @odbmonstrated as basic and
irrefutable.” (p. 223).
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Abstract. What is the philosophical foundation of the Woklide Web? T.
Berners-Lee, widely acclaimed as the inventor ofreb, has developed informal
reflections over the central role of URIs (UniformsRarce Identifiers, previously
Uniform Resource Locators) as a universal namindesysa central topic in
philosophy since at least the pioneering works oBRrcan Marcus. URIs (such
ashttp://www.example.org/ identify anything on the Web, so the Web can be
considered the space of all URIs. In a debate betvBeeners-Lee and P. Hayes
over URIs and their capacity to uniquely 'identi§sources, Berners-Lee held that
engineers decide how protocols should work and these precisions should
determine the constraints of reference and idemthile Hayes held that names
have their possible referents determined onlyadittonally understood by logical
semantics, which Hayes held engineers could nohgdhdut only had to obey.
This duality can be interpreted as an oppositioméen a materiah priori and a
formal a priori. The materiah priori of technical systems like the Web is brought
about by what we call ‘'artifactualization’, a prsgxewhere concepts become
‘embodied' in materiality - with lasting consequenc
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1000-word abstract

What is the philosophical foundation of the WWW1s it an open and distributed

hypermedia system? Universal information space? Hoes it difer from the Internet?

While the “ecology” of the Web has known many aaletion, in contrast, its underlying
architecture remains fairly stable. URIs, the HTp#®tocol, resources, and languages
like HTML and RDF constitute the building blockstbge Web. As the particular kind of
computing embodied by the Web has displaced trawiti desktop applications, the
foundations of Web architecture and its relatiopstu wider computing needs to be
clarified in order to determine both its roots, badames, the reasons for its success,
future developments... This is especially urgema@as debate is opening over platforms
and cloud computing, as how they relate to the Web.

Tim Berners-Lee, widely acclaimed as the invemtbthe Web, has developed in
his design notes informal reflections over the @nwle of URIs (Uniform Resource
Identifiers — previouslyLocator§ as a universal naming system, a central topic in
philosophy since at least the pioneering works @ffcBn Marcus. URIs (such as
http://mww.example.org/) identify anything on thee¥/so it can be considered the space
of all URIs. The concrete access mechanisms of infeymation is transmitted via a
URI is then determined by the Internet, and so \teb could be built on another
architecture (such as the “Future Internet”), akeise the Internet can also host other
applications than the Web, such as peer-to-peestideing.

Possible entities denoted by URIs are caliedources While high-order
ontological debates have continuously tried to mlewistinctions between endurants
and perdurants (categories that mainly apply tostsuizes), the characterization of

resources has relied on vastlyffeient ontological principles that descend from

engineering concerns rather than claims of ontoldgiorrectness.

Drawing from the work of Vuillemin, we draw a p#eh between the Web and
philosophical systems. Like the former, it is camesl with traditional issues pertaining
to the philosophy of language (URIs as proper nantesontology (the link between
engineering design choices in Semantic Web ontetogind philosophical ones), and
metaphysics (entities of the Web as resources)ikéJphilosophical systems that reflect
on the constraints of the world, the Web is a wavide embodied technical artifact that
therefore creates a whole new set of constraints. dfggest that they should be
understood as a material priori - in the Husserlian sense - grounded in histoy an
technology.

In a striking debate between Berners-Lee and dkaklliayes over URIs and their
capacity to uniquely ‘identify’ resources, Bernéee held that engineers decide how the
protocol should work and that these decisions shaldtermine the constraints of
reference and identity. Hayes replied that namee Heeir possible referents determined
only as traditionally understood by formal semastighich he held engineers could not
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change but only had to obey. This duality can erpreted as an opposition between a
material and a formah priori. Interestingly enough, recently Hayes is focusimg
adopting principles from the Web into logical setiaitself.

The materiak priori of technical systems like the Web is brought abmutvhat
we call “artifactualizatiori, a process where concepts become “embodied” tenadity
- with lasting consequences. While such a prockesslg predates the Web we can now
see within a single human lifetime the increasipgesl at which it takes place, and
through which technical categories (and philosagh@nes) are becoming increasingly
dominant over “natural” and “logical” categoriest the same time, the process of
having philosophical ideas take a concrete form teichnology lends to them often
radically new characteristics, transforming theseywvconcepts in process. Heidegger
posited a filiation between technology and metapisysivith technology realizing the
Western metaphysical project (by inscribing itsegaties directly into concrete matter
should we add). Yet, if technology is grounded ietaphysics, it is not the result of a
metaphysical movement or “destiny'Schicksals but a more mundane contingent
historical processfull of surprises and noveltied-or all these reasons, it must be
acknowledged that the genealogy of the Web, agyigatinformation system, differs
from traditional computation with regards both e ttoncepts at stake and our relation
to them (the scientific ethos being replaced byagineering one — something Berners-
Lee dubbed “philosophical engineering”).

On the Web, the activity of standardization thiolgpdies like the W3C arguably
consists in making sense of technological evolupiost-hoc Nevertheless, regarding the
architecture of the Web, one may argue that itadstads were both the result of a
process of conscious decision-making in specifyiag protocols should work and the
result of a constant adjustment to the realityhef technical system. Therefore, the Web
can be seen as an artifact both in terms of beidgsagyned human invention and a non-
human (Latour) whose study may lead to numeroustemiled discoveries, beyond its
initial design.

For all these reasons, the very practice of pbipny is transformed by having to
take this materiala priori and its technical categories as seriously as fakitwor
“analytic” categories from biology or natural large. Philosophers then have to deal

with technical categories that may have a lastiifigcein spheres like the Web, not just

as variants from categories that can be analyiaalderstood, but rather as concrete
artifacts which can even transform the previousbnsidered analytic categories
(ironically, the main challenge to analytic judgrteeis no longer what Quine called
“naturalization” but rather the ongoing artifaciaation). While at first glance URIs can
be considered just another kind of name and saitrthe characteristics and debates in
philosophy over the referential status of propenes, the Web makes a difference, as
URIs primarily are used to physically access infation such as webpages — an aspect
of naming for the most part foreign to the phildsppf language.

R. Sennett’'s craftsman’s motto might be “doinghisking”, once concepts have
been artifactualized (and, as a consequence, akterd), thinking is also doing or
conceiving; in the end, a matter of design.
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ONTOLOGICAL COMMITMENTS OF COMPUTER SCIENCE
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Abstract. We suggest that a fictionalist attitude with respge Quine’s proposal
of ontological commitments is best suited for bimtd up an ontology for
computer science. In particular, we argue in favadr using theories of
programming languages for identifying the relevamtological categories.

1. Introduction

In this extended abstract we propose a novel rgadifi Quine’'s ontological
commitments [Quine, 1980] to analyse the ontolofggamputer science. We argue that
a fictionalist posture (see [Szab6, 2009]) can sgraiine concepts of computer science
from vanishing as ingenuous mathematical constroctiAlthough we only discuss
aspects related to programming languages and pnsgrae think that this can lead to a
fruitful research programme if extended to otheaarof computer science.

2. Programming Languages: Ontology from Semantics

Before coming to our proposal, let us briefly revieritically two papers by A. Eden and
R. Turner which deal with the ontology of compweience. In the first paper [Eden and
Turner, 2007a] they study the ontological committeeaf programming languages.
They propose that semantics determine to whichtientia particular programming
language is committed. They apply this methodolfigya simple imperative language
with two kinds of semantics (based on set theo) tgpe theory, respectively). We do
agree on the use of semantics to determine somtbeotommitments of computer
science, however it is not clear to us that prognarg languages have ontological
commitments; instead they should be attributedhmities of programming languages
(TPL). The fictionalist attitude enters here: thetfthat TPL uses a certain mathematical
foundation, say set-theory, does not imply thatdenmitments are those carried by the
foundational theory; instead concepts like abstsagitax, reference, state, ordered
structure given by the outcome of a certain contmrtaare our candidates for the
ontological commitments; i.e. the entities whichogld be used to reason about
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programming languages and programs-scripts. Insittgling to appeal to the language
on which the genuine concepts are modeled, we pepm justify the commitments in
terms of their epistemological value.

In the second paper [Eden and Turner, 20&deh and Turner put semantics aside
as the source of the commitments carried on by iRLthis article the underlying
programming paradigm determines the true entitesttich a programming language is
committed. It can be posited that some of the afiergioned examples could be taken to
be specific to some or other paradigm; but, it a$ abvious to us that programming
paradigms are good candidates to look for commitsngbonsider, for example, what
kinds of reasoning can be done by only knowingghedigm of a PL but without any
deeper theory about PL, it would be surprising tha could decide if two program-
scripts compute the same or not. What is more gtrda us is the attempt to attach
commitments to programming languages or programptscPL are not more than the
description of a set of valid programs (the soeshibrograms-scripts) with a notion of
execution — the former usually given by a moreesslabstract grammar and the latter
presented by more or less formal means, ranging &dully-formalised semantics to a
mere bogus and ambiguous compiler.

We have already mentioned some ontologicalnibments with an epistemological
basis; now we use syntax to show that TPL are tlosl gplace to look for the genuine
building blocks of (part of) the ontology of compuscience. In a first overview the only
interesting category arising from considering synsathat of program-scripts (cf. [Eden
and Turner, 2007b]), but program-scripts alonerareenough descriptive to grasp the
importance of different parts of a program-script.

For example, two occurrences of the same variabie pay different roles, say one
occurrence can be a formal parameter in a procedurinction and the other an
occurrence in a program calling the procedure. flost a syntactical point of view,
there should be a distinction between those twamences, the formal parameter is a
binding occurrence, while the other occurs freauo@mnce. On the other hand, one could
also be tempted to pay too much attention to syatak introduce some superfluous
concepts, e.g. differentiating between parsed eparsed program scripts or putting a
two restrictive condition on what is a program-gtriSince the best account of the
interesting syntactical phenomena is given by abstsyntax, we should expect to get
from its development [McCarthy, 1962, Fiore et 40999] the ontological categories
corresponding to the syntactical aspects of PL.

3. Conclusion

Let us conclude by commenting on how to use sec®m(tiay be the best known area of
TPL) for studying the ontology of computer sciendée acknowledge that asking for a
definite semantics in order to establish a new logtoal category can delay the
acceptance of new concepts brought by new languagkeg a proper definition and
defined in terms of a compiler or interpreter. pites of not considering the ontology as
an immutable edifice, we should restrain of addimeyv concepts as fast as a new
paradigm or PL is announced; instead we think aenparsimonious attitude should be
observed and wait until a good semantic explanasagiven for the newly introduced
artefacts.
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We do not advocate that one kind of semantics shioeilpreferred over others, based on
the status given by some foundational philosophymatthematics to its underlying
theory; Turner [Turner, 2009] seems to accept dimgtsemantics should be accepted as
a mathematical entity by a realistic mathematicihinis clear to us that the various
proposed semantics could explain diverse aspedteeadame language and account for
several ontological categoriés.

From the fictionalist posture we adopt, it is litio try to explain in what sense the
categories of a resulting ontology built up by daling TPL are more relevant
metaphysically than those arising from other prafmssay Eden and Turner’'s papers.
Our proposal would correspond to what Smith [Smig®©03] calls an “internal
metaphysics” and its merits reside on how goods ifor accounting the phenomena
studied on computer science.
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Abstract. The grounding of the semantics of programming Umggs is
investigated. It is argued that the meaning of @ogning languages results from
the operations that they abstract and the inteapioet of these operations in terms
of human activities as the final point of referendéis view opposes the
interpretation of the semantics of programming leaggs. The latter refers to
higher order abstraction as basis whereas therduview sees these semantics
rooted in the actual performance realized by cdecimaplementations, taking a
pragmatic stance.

1. Introduction

The central aim is to investigate the role of cotapiand the grounding of semantics of
programming languages. Traditional approaches wsviire semantics of programming
languages such as operational or denotational s@®af(iTurner, 2007) aim at
abstracting from the differences of individual ieyplentation to find the common
meaningbehind them. Operational semantics does this feyrheg to abstract machines
while denotational semantics refers to mathemattalctures. In the following it is
argued that semantics cannot be understood intsutis of higher order abstraction but,
on the contrary, must be rooting in concrete opmmat We can understand the
mentioned approaches as objectifications of thegdeed equivalence of the respective
operations. However, the point of reference for aaims cannot be this objectification
but the underlying concrete operations and theicgieed equivalence (Saab and Riss,
2010), in analogy to the natural sciences the bafsishich are experiments and not
scientific laws.

2. Activity Theory
For this purpose we primarily regard computers @slst in human activity. The
framework of this consideration is Activity Theogngestrom, 1987) that describes the

relation between persons (subjects), the objectthaif activities, and the context of
these activities in the schematic triangle depiateigure 1:
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Transformation
process

Social Division of
Mediation Labour

Figure 1. Activity Triangle

The core triangle of subject (human agent), comtyuaind object has been extended
towards tools, communication (social mediation)d afivision of labour. All human
activity is directed towards an object and aimih@ aesired output. The social context
includes language and communication that mediadnteraction between subject and
community. Hereby communication appears as a méanactivity coordination and
knowledge transfer within a community and thus émHdivision of labour.
Understanding computers merely as tools in thitesy, however, is not sufficient
since this neglects several specific aspects ssctha separation of hardware and
software. The term programming language alreadigates that the concept of software
is related to communication while hardware represantraditional tool concept. Thus,
programming languages serve a means of commurichgtween the subject and the
hardware representing the proper tool. This ingtgiion can be further supported by the
objectives of artificial intelligence research totroduce intelligent agents that as
equivalent to human agents regarding their inteledccapacity. Even if this goal is not
reached, computers move down in the diagram fragntdlp position tool) towards a
middle position where more complicated coordinatiod communication is required.

3. Fundamental Understanding of Semantics

To understand semantics of programming languagesave to go back to natural
languages. These are generally used as means tdiraie the activities among
collaborating human agents and to transfer knovdeggogram languages are used to
organise the division of labour between the humgentand the computer and to
instruct the computer what to do, both at a ra#tementary level. If we look at two key
features of natural language, abstraction and sipabion, we also find them in
programming languages. Every line of code in afnag computer program symbolises
an abstraction of simple operations that both hisnaend machines can (usually) execute
with equivalent results. Thus, abstraction is thg to transferability of operations from
one person to another or from a person to a comgdtavever, abstraction must not be
regarded as absolute but as a process of idetitifica Symbolization as the
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manifestation of such identity serves as the bafstae machine’s automatic processing
of programs. On both sides, human agents and cengput is the capacity to reliably
interpret symbolic expressions, which ensures aatgble execution of operations and
the use of the computer as a tool.

The basis for communication via symbolized abstvacand coordination of
operations is shared meaning. Here meaning of messecludes two aspects, the
interpretation of messages and the expectationothatrs understand it in a similar way
(Saab and Riss, 2011). In the case of computésssitifficient that this expectation is
one-sided, that is, from the human agent towards ntlachine; the computer is not
supposed to have expectations. Regarding the cbrafepneaning we refer to a
pragmatist view that understands the meaning oéssage as what an ageah do with
this messaggStegmaier, 2001). For the subject the meaning rofgram code is
determined by the subject’'s knowledge of how tocake the included operations while
the hardware determines the ‘meaning’ for the campihat is, the computer is able to
execute the program. Naturally semantics is notategli with execution — a single
malfunction does not spoil the meaning of a compptegram — but with execution as a
repeated process of significant reliability. In ttese of computers we even find a more
reliable execution than what we can expect of huag@nts.

4. Abstract Semantics

If the meaning of programming languages is not ttuted by higher levels of
abstraction but by concrete operations we havelaofyc the role of abstract formal
approaches, as they appear in operational or d#éomahsemantics (Turner, 2007). In
the same way as mathematical models abstract hactaities these formal semantic
model abstract operations and serves as meansppmrsuprogram development and
testing. Formal definitions are only meaningfulsmaich as they refer to established
human practice. Indeed engineers have construceghuters before researchers have
applied formal semantics to programs so that forseshantics cannot be seen as the
actual foundation for computer languages. Formahasdics can only support the
development process but not constitute it.

The presented approach shows some links to Rafmjuta of implementation as
semantic interpretation (Rapaport, 2005). It alssembles the idea of information as
sense-making of data (Saab and Riss, 2011), whegegms are understood as data the
meaning of which results from an interpretationscpss that is determined by the
projected operations that refer to what the conmaa do with a program.
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1. Motivation

No other philosophical doctrine with even the ressbiskerrick of plausibility would, if
vindicated, so radically overthrow our current urstiending of language, psychology
and rationality as Quinean semantic holism. If wdtlial words and sentences do not
have meanings then we cannot explain communicatothe transmission of ideas or
judgments, nor appeal to sentence meanings as t®bgdcputative propositional
attitudes, nor explain reasoning in terms of theeelinment of relationships between the
meanings of premises and conclusions.

The very fact that sentence meanings are so fuel@hto our current accounts of
semantics, cognitive psychology, and reasoning,rh@ant that objections to Quinean
holism which, if deployed against less radical rolgi would be lightly dismissed, have
been taken very seriously indeed. Most such objesiappeal, broadly, to two hopes or
assumptions. One the one hand it is claimed thlatdhge of evidence proponents of
Quinean holism have considered relevant to meaaimgtranslation is too narrow, and
hoped that somewhere beyond that range, perhap®rimative social practices or
introspection, there is evidence to justify theiltition of determinate meanings to our
words and sentences. On the other hand, it is ethithat arguments for the
indeterminacy of translation must be reductio asuatta because at best they show that
the range of evidence considered is ““unable towtcfor distinctions concerning the
feature, meaning, which we know independently stéxSearle 1987).

While objections based on wishful thinking and stjuknowing™ would be
dismissed if used to defend less well entrenchegugdices, once given any weight they
have the dubious merit of stymieing further theioetargument. No argument based
upon lack of evidence is strong enough to precthdehope of finding further evidence
for such a dearly and deeply held assumption. Marck the dispute we need examples
of alternative incompatible translations betweeeotfes expressed in clearly holistic
languages.

Ideally, such examples of alternative translatioesveen holistic languages would
be pre-existing translations routinely employed fmactical purposes, rather than
philosophical inventions. Ideally also, the langes involved would be rigorously
specified, with formal compositional grammars psebtj delineating their well-formed
formulae, and the theories would express their gogbi contents so clearly and
unambiguously that those contents could be mecalinidetermined. Even better if the
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theories being translated included both small asilyeunderstood theories, (so that we
might easily see the scope and consequences ofdbeéerminacy of translation) and

theories as large and complex as our grandesttdici¢heories (so we could see that the
indeterminacy was not an artifact of theoreticaificity). Better yet if each such theory

could be taken as complete and self-standing,derdaio ensure that the indeterminacy of
translation was not the result of taking statementsof context. Astoundingly, all these

desiderata are fulfilled by programming languagesnpilers, and computer programs.
Languages, forms of translation, and theoriesosongon that few of us in the developed
world are ever more than arms length from tools tbly upon them for their operation.

2. Outline

In part one of this presentation | argue that caepprograms are (readily converted
into) empirical theories. Programs' empirical cotgeare the patterns of input and output
produced by processes executing them. The underndieiation of programs by their
input-output is so well known and unthreatening thamany universities a high degree
of similarity of program structure, even betweempe programs required to produce
the same output, is grounds for suspicion of plégia Furthermore, programs are
obviously holistic in the sense that (most) statei:én computer programs do not
produce any output, nor is any fragment of the wautpf such programs directly
attributable to them. This insight allows us toke@aense of the Quinean doctrine that
individual sentences simply do not have meaningsd a@o see that the
inferential/conceptual role semantics many critfosost notably Fodor and Lepore)
attribute to Quine, according to which the meanimgfsindividual sentences are
determined by the theories of which they are a, psird grotesque misinterpretation of
Quinean holism.

In part two | show that compilation (and decomipila) is a form of translation by
the standards Quine advocated, and then argudylthief those standards are adequate
and that compilation is translation simpliciterthien show that the indeterminacy of
compilation is well known and unthreatening to comap scientists. The only guarantee
given by ISO standard compliant compilers is thesprvation of input-output behaviour,
and computer scientists know that independentlyttewi compilers are unlikely to
produced the same machine (or high level) codengtile same source code, and are
unsurprised when decompilers cannot accurately nstaect original source code.
Furthermore, computer programs obviously exemghify principles of (near) universal
revisability and maintainability that philosophefsave found so troubling and
implausible and yet, as the practice of debugghmas, there can be good reason to
revise some sentences and not others in the faeealtitrant experience.

In part three | consider recent developments & shmantics of programming
langauges, whether the indeterminacy of compilai®rsufficient to undermine the
existence of an analytic-synthetic distinction imgramming languages and argue that
the translation of natural languages is less tjghetermined than the translation of
programming languages.

The position | advocate in this presentation ispatible with both normative and
dispositional accounts of semantics. Whether 8@ standard for the C programming
language is regarded as specifying dispositionsgssed by C programs and compilers,
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or the norms to which programs are subject oncg &ne held to be C compilers, the
compilation of C programs is (properly) indeterminand C programs are (properly)
under-determined by the input-output they are iéehto produce.

In order of increasing ambitiousness, | hope peopho attend this presentation
will discover that Quinean holism is not a formiferential/conceptual role semantics,
computer programming languages are holistic anchpkfy the controversial features of
Quinean holism, compilation exemplifies indeterninaranslation, and why it is
plausible that translation of natural languagesven less determinate than compilation.
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Introduction

Users’ experience of software-based technologyfilatto meet their expectations is so
widespread as to be a ‘commonplace’ occurrence i{fiSri2009). However a
satisfactory response from software engineering (8fains as elusive as ever.

In this paper we investigate the context of sofewangineering (SE) as a
negotiation between the contradiction(s) of humajextive experience of software-
based technology that relies on architecture incusf objectivity. For example
machine programming languages that can be mathsaihatiproven ‘Turing
complete’, e.g. Church-Turing Thesis (Eden, 2007).

Consideration of the technological context of S&mends a philosophical re-
evaluation of the ontological and epistemologidatus of SE in Computer Science
(CS). We have undertaken a cross-disciplinary imyason to reposition unresolved
problems in SE which potentially also opens upqsduphical debate. For example if
we introduce the development of software technol@gy a subject area for
unresolved metaphysical debate. Such as the Kaumtimtytic/synthetic a priori
dispute (Hacker, 2006). The limitations on this grapreclude explicit discussion on
the ‘pros and cons’ of metaphysics for SE, omawrsa; however some basic
principles echo implicitly in our discussion. Fexample our above comments on
objectivity, e.g. possible for machine code and an (curremtppssibility for a
priori understanding ofubjective stakeholder software requirements. This implies
Requirements Engineering (RE) practice occupiesmstemological ‘gap’ between
the architectural basis of software and how itidtlused.

For our discussion one positive consequence obssedisciplinary approach is
that novel questions can be asked. It would apfeée the case, for example that
RE practitioners gaining an understanding of staldgrs’ requirements is
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compatible with the Kantian epistemological clésation of ‘synthetic a posteriori’
(Hacker, 2006). This raises the possibly of othgistemological explanations to
questions such as why SE compares unfavourably rétiability with other
engineering disciplines. For example, civil engiseean respond to unexpected
circumstances in bridge construction by correcfangts, (BBC, 2000) whereas the
hazards of safety critical faults in aircraft coitlgmftware are/cannot be addressed in
an equivalent way. As Mellor, (1990) explains, theiation industry certifies
software for ‘airworthiness’ based on the ‘correstsi of the software development
process but not on the ‘correctness’ of the behavid software during testing.
Software development includes planning and desigaittefacts but also presents
SE with predictive type problems. For example RE identifies/selectdtware
requirements to satisfy stakeholders’ future useadftfware. However RE lacks reliable
or dependable tools/techniques to predict outcdiMaseibeh, 2000).

Rationale

We are interested in why Computer science (CShbagstablished scientific laws that
can predict SE outcomes unlike, for example, caidilgineering that relies on the
established natural laws of Physics. The differdnesveen CS and the natural science
(NS) paradigm manifests in the division betweeneoletion of naturally occurring
phenomenon and contending with artificially occugriphenomenon, e.g. software.
Human interaction with software-based technologyegi Social Science (SS)
paradigm(s) (Burrell, 1979) potential ontologicalevance for CS (Smith, 2010). For
example both SS and CS need to observe ‘non-pliypisanomena such as human
interaction. However cross disciplinary researclpehgls on what is optimal in a
particular paradigm, for research purposes. Utijsdifferent scientific paradigms
(Hirshheim, 1989) is not straightforward. As aulesve chose conservatively to employ
SS to provide a dialectical analysis of contraditsi in software development such as
those outlined above. In particular we opposedtantial (1) ‘scientific paradigm’ of CS
Eden (2007) with (2) Ethnomethodology (Ethnometh)S6 approach that challenges
scientific paradigm(s) in SS (Garfinkel, 1967) amas provenance in RE research
(Goguen, 1994). Our purpose is to explore the piatlefor obtaining leverage over
limitations in understanding of software developmen

Can a science base for software development be idified?

For (1) to provide prediction a relevant definitioh science needs to apply to CS.
Reasons to doubt this possibility are raised by 483 we consider this in the
observation of artificial phenomena in softwareelepment.

The critical perspective of Ethnometh centres @nsitbpe and meaning of science.
We focus on ‘scientific method’ (SM) because thsshow scientific prediction is
achieved resulting in the development and acceptaot scientific theories as
explanation(s) of meaning. SM is defined as a ggecthat relies on both inductive
reasoning and observable phenomena to create ghegothat can be tested. Prediction
of events or observations is then a process of adie@ureasoning relying on theory to
direct hypothesis testing.
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Prediction, for SE outcomes, is important and gqwedctise in SE is implicitly
‘Popperian’ (Popper, 1936), e.g. software is btoltbe testable. However equating
software testing to SM, e.g. a refutable hypothésiguestionable (Eden,2007).

One central problem for establishing a scientifisib for software development is
observation. Predictive SE, if possible, must heasfitable observable phenomenon
(Smith, 210). Yet any observation is via a humarsfp’ hence the relevance of
Ethnometh criticism of applying SM to social phemora, e.g. human behaviour
(Garfinkel, 1967). For software development hurteshnology interaction, e.g. input
and output on a screen, is the point at which dificeal phenomenon (software)
interfaces with its social environment (Smith, 2009 is also the point where an SS
paradigm that “capture(s) the basic assumptioncoaxistenttheories” Hirshheim,
(1989) becomes relevant to CS.

Opposing theories in SS do not make the applicatibr6M straightforward.
However CS is currently in a unique cross discaiyn position. This is because
software-based technology replaces previously iegistnvironments/ phenomena with
artificially occurring environments/phenomena. Saagpice provides the means by which
phenomenon such as the results of the executisawte code, are possible to observe.

SM has been applied via ‘artificial’ means befasach as instrument-assisted
observation of otherwise unobservable phenomenastofiially scientific
experimentation produced, for example, the discpeérelectricity via investigating
the directly unobservable magnetism (MendelssoBi@g)lL Certainly using artificial
tools to ‘empirically’ observe naturally occurringhenomena, such as weather
patterns, requires attention to both natural amificéal environments. Including SS
paradigm(s) raises tantalising prospects such epdtential for SE to provide the
means to observe artificial phenomenon.
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Abstract. This paper briefly highlights the developmenttod toncept Ontology,

from its philosophical roots up to its vision inethCT field and related areas.
Philosophically, Ontology is a systematic explamatof Being that describes the
features of Reality. Nowadays Ontology is prolifergtin organizing Knowledge

of different domains managed by advanced compat#s.tOntology qualifies and
relates semantic categories, dragging, however,idea of what, since the
seventeenth century, was a way to organize andifslagbjects in the world.

Ontology maximizes the reusability and interopdigbibf concepts, capturing

new Knowledge within the most granular levels dformation representation.
Ontology is subjected to a continuous process gfloeation, formation of

hypothesis, testing and review. Ontological thegi®posed today as true,
tomorrow may be rejected in light of further disedes and new and better
arguments.

Philosophical background of Ontology

Webster's Third New International Dictionary defir@ntology as "1. a Science siudy
of Being specifically, a branch of Metaphysics relatingtite Nature and relations of
being; 2. a Theory concerning tkimds of entitiesand specifically the kinds of abstract
entities that are to be admitted tolaamguage systein Literally, the word Ontology
comes from the Greeklvtog (Ontos) and Adyog (10go9, that means "speech about
Being", but may also derive explicitly fron% 6vto (entities) variously interpreted
according to different philosophical points of view

Aristotle proposed the first knoweategory systepstanding for a certain vision of
the world in relation to what is judged to exist jmactice. Heidegger conceived
Ontology as a "phenomenology of the explorationivbit there "is" and in how it turns
out. The ontological conceptualization, as a cofeephilosophical area, was introduced
in 505-504 BC by Parmenides. He was the first teepiie argument about Being in its
totality, presenting issue of the ambiguity amohg tonceptual level, Ontology and
language. Parmenides recognized the ontologicatmiion as dominant able to subject
to itself any other aspect of Philosophy. Overdéeturies, the meaning of Ontology was
changing depending on different visions and knogdedof other philosophers:
Leucippus, Democritus, Plato, Aristotle, DescarteKant, Lorhard, Hegel,
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Trendelenburg, Brentano, Stumpf, Meinong, Husségidegger, Gockel. Some of them
gave more value to an absolute belief, anothempirgcal things, thus enriching the
heritage of Philosophy with what is considerggar' excellencé (the problem of
existence in its fullest extent and universalitye trelationship between particular and
universal, intrinsic and extrinsic, essence andterce). “Indeed, without Ontology,
Philosophy cannot be developed according to theodstrative method. Even the art of
discovery takes its principles from Ontology" (Btaell,1963).

Towards a new Ontology

The advent of Semantic web (Breitman,2007) aimed natlti-objective
optimization of ICT environment and technologicathdvation in general, has coined a
new vision of Ontology, so that it is consideredayp as‘formal, explicit specification of
a shared conceptualizatidiGruber,1995).

Ontology, intended as a first-order axiomatic tlyeekpressed by a descriptive
logic, is fundamental to design advanced Knowledgased software systems
(Guarino,1998; Eden,Turner,2005). It is of grederest to combine lexical resources,
such as Thesaurus (Broughton, 2006) with the wkmtiiviedge provided by Ontologies
in order to improve deductive reasoning with ndtuaaguage, as well as enhance
automatic classification (e.g. in Ontology-basedal®ming systems), problem solving
techniques, interoperability among different congpusystems, cross-cultural and
intercultural communication in CMC (Ess, SudweeB8%) etc. Since Ontology is the
basis of web intelligence, it is also widely usedéd-commerce, on-line marketing,
business management etc.

In Fig.1 we can observe philosophical reflection in thédfief computer science
and information technology (Floridi,2002; Colbur®(3; Gruber,2009). Here Thought
(which is regulatory/normative to Reality) througanguage (which defines the existing
categories reflecting Thought and Reality) is cateed with Ontology and
Epistemology, representing the descriptive andgifgve approaches. Ontology refers
to objective validity (Husserl,1992) of terminologaiting to be discovered by domain
knowledge experts and Epistemic (providing modebsoming in class-based
representation formalisms through description Isgic

An axiomatic theory of first order expressedina description logic :
Ontology = axiomatic theory: descriptive logic: Schemas <[] Domain 1 Domain 2 Domain 1

formal languages - concepts - properties - relations JL I JL
- axioms = data structure Domain Experts Knowledge

Standard l\‘--l?:ﬂ}e Common lerminology
Reality - Thought
Language
e . ~ - 5 whatis . !
Ontology+ What exists  that what exists (~Epistemology

! —
Reaht\'_ | Thought

Lan;g‘uage

Descriptive.  *— Computer Science - Prescrintive Local Repository
approach L approach 1
(epistemic)
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Figure 1 The ontological and epistemological turn in Comp&eience

Automated reasoning and Ontology manipulation iscdgtion logics allow to
present and emulate the human logic-based knowletlgetities in different domains,
managing simultaneously dissimilar types of objéctscrete and abstract, independent
and dependent) and their ties (relations, depemeleaad predications).

Creation ofsingle knowledge sharing paradigis not easy nor immediate task,
considering also non-trivial technological obstacléconsistency and validity of
Ontologies vs. time and evolution of informatiorcthteology). It remains an appealing
challenge to set up new scientific environmentaltiich philosophers and other scholars
can meet to discuss and develop strategies to ifglassganize and implement
qualitative conceptual domains, and even more thegeesented by different semantic
systems tied with language differences.
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Abstract. The evolution of software agents as digital olgéaim simple interface
agents to full blown interaction partners is degictAn outline of concretization
process in agent-oriented programming is givenrdmrting to the research into
the ontology of computer programs

Extended Abstract

The focus of this paper is on the evolution of wafe agents as digital i.e.
computational objects. It can be shown that a tge of interplay between human
beings, ,computational objects” and the physicalimmment is in process of emerging.
Turkle’s insight (2006) into the nascent robotiesture is equally valid for software
agents: ,computational objects simply do thirfgs us, but they do things tas as
people, to our ways of seeing ourselves and othecseasingly, technology puts itself
into a position to do thingsith us” (p.1).

The starting point of this evolution was consgtlitby interface agents providing
assistance for the user or acting on his or healbefs envisioned by (Laurel, 1991)
and (Maes, 1994) they evolved into increasinglyoaomous agents. In game worlds
they were first seen in one person offline videmes. Interacting pure software agents
and avatars became prevalent in MMORPGs (massimeltiplayer online role-playing
games) as World of Warcr&ftAs interworking collaborative software agents enftted
in nets of devices they provide support for smaitisy(Mainzer, 2010) or for other
variants of the “Internet of things” (Mattern/Laraghrich, 2008). Last but not least they
are used to coordinate emergency response sernvicdisaster management systems
(Jennings, 2010).

Already in 1992 Solum posed the question in thetiN&arolina Law Review
whether virtual agents may be the basis for pergottse legal sense of the law (Solum,
1992). Today virtual agents are commonly deployedrline auctions or eNegociations
(Woolridge, 2009). Thus software agents have beemgted from assistants to virtual
interaction partners. The socio-technical fabricoof world has been augmented by
these collaborative systems.

The goal of the agent-oriented programming paradfgthe adequate and intuitive
modeling and implementation of complex interactiand relationships. Software agents
were introduced by Hewitt's Actor Model (Hewittat, 1973). Today a whole variety
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of definitions for software agents exist but alltbém include mechanisms to support
persistence, autonomy, interactivity and flexigilitBionic approaches, as swarm
intelligence, or societal models are adapted tolempnt collaborative approaches to
distributed problem solving.

They are on the one hand part of the tool kit usetbmputational sciences using
computer-based simulations as a link between thaondyexperiment. As such they are
similar to numerical simulation but using differenceptual and software models.

On the other hand they provide a basis for aganejrtual worlds offering novel
experiences. They provoke us to ask how this t@olgical progress will affect our
interpersonal relationships (Turkle, 2011).

The starting point of any software agent-basedragah is a bionic or societal
metaphor for distributed problem solving. The résgl computer science concept is
specified as a computer program modeling the ioterg software agents. At compile-
time the high level program is transformed in a nima&-executable computer program to
be run in a distributed environment. During runtiengy (instance of) a software agent
may be perceived as a distinct thread or procdss.cbncretization process conforms to
the program abstraction taxonomy introduced in (Ealed Turner, 2007).

From an ontological perspective it can be statwt the underlying computer
science concepts are abstract objects that camheraetized by computer programs
conforming to an agent oriented programming paradihe computer programs are
abstract objects that can be concretized by ade@oatputational objects conforming to
a (different) programming paradigm or by concrethysical objects. Different
concretizations may exist for one computer progiashould be noted that the identical
agent-oriented program may be first tested in aulsited environment and then
employed in a realtime environment.

Similar to (Reicher-Marek 2009) three basic relagi between computer programs
and other objects may be distinguished: the abaNined the concretization relation,
the notation relation (between the abstract objmatl the (textual or graphical)
specification), the environmental relation (betwdl@ abstract object and its potential
runtime environments) and the instantiation-atirnat relation coupling the abstract
object to its dynamic instantiations. In my viewyanon trivial identity notion for
computer programs has to take these relationshipsaccount.
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Abstract

How may abstract and physical machines be relatgtat is the difference between
considering an abstract machine as:

1. Atheory of a physical one

2. A functional description of one

3. A specification of one?

Do these distinctions throw any light on the natafephysical computation and the
arguments of Putnam and Pancomputationalism?
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ON THE LEVEL OF CREATIVITY

Ponderings on the Nature of Kantian Categories,&fivgty and Copyrights
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Abstract. The relation between data and information is atersid in analogy with

Kantian transcendental aesthetics in order to eradbrmal concept and ordinal
relation of “creativity”. Implications are discuskefor Kantian categories,

creativity and copyrights.

1. Background & Aims

Creativity is a popular concept for controversymany disciplines. This paper does not
necessarily contain the deepest insights, bubitiges perspectives that might be useful
while considering creativity and thereby copyrightsgnition and maybe even
consciousness.

2. Transcendental aesthetics

In order to formulate the ideas this paper usesmalogy to Kant's transcendental
aesthetics, i.e. the process where noumenon isceaded via categories to a
phenomenon is contrasted to a process where degadsred via a context/algorithm to
information.

The analogy lends itself to be considered as a@neidn rather than an analogy of the
transcendental aesthetics too. That is Kant's d¢eamtental aesthetics may be
reinterpreted as “actual” transcendence in terngatd and information. It opens up for
a multiple layer interpretation, and thereby alsoduestions like, if we may consider a
hearing aid, or other more intricate cyborg techgi@s as just another category in the
Kantian sens@.

3This may also have consequences for copyrightsuaioty, copyrights ought not to be applicable taadat
itself, but only to information. Now, if a blind p®n somehow manages to copy a protected imageijtthe
couldn't be considered an infringement, as he thelcategories to render the information that ctalde
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3. Potentiality/actuality

The dichotomy of potentiality and actuality hasmeeart of the philosophical discussion
at least since Aristotle's bookheta The transcendental aesthetics analogy may be
considered as a model for consider data in itsshébum and its potential one relative to

a given interpreter.

The interpreter in the model consist of two compusea passivpresentatiorthat takes
formatted dataas input and outputaformation and an activalgorithm that takesaw
data as input and outputformatted data Where the latter component may have
potential

An algorithm is considered to hapetentialif it manipulates theaw datain a way that
cannot be described as a simple transformationrap, dout which also adds “extra
relevant information” relative to a givgmesentation.

To formalise this potentiality, or creative qualityou will, let X andY be sets of data,
and let f,gOF,, = {f:X = Y}be two algorithms that transformaw data to
formatted data

Further, let F)'(“Y [0 F,y be the subset of algorithms that lack potentiad, Y'L1Y be
the set of alformatted datahat rendernformationfor a givenpresentation

Now, define two functionH : X — [, which maps any data to its entropy and
H.,:Y' - [, defined as

Ho(y)=min . H(f(y)), 1)
XY

which maps any information entity to its minimaht®py representation given a
presentation
The inverse of may actually not be unique, but with a small Vigla of notation, we

define f *(y)= argming,. =y H (x), that iis to be the minimal entropythat maps
toy.

Finally, define the “additional may A: F,, XY" - [ such that

Afy)=H,(y)-H{f*(y)). 2)

been protected by a copyright for someone withalisategories. Nor should his original visual woeker be
copyrightable for its visual qualities.
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which gives a number for the level of potential thlyorithm f has to generate
information entityy.*

An algorithmf is consideredtrictly potentialrelative to a representation and a subset of
the informative entiiesSY"if all its elements YY" are represented more
economically than in the minimal non-potential ¢abat is,

OyOSA(y)>0, 3)

An algorithm is consideregotential (in the non-strict sense) for a sub&eif a non-
empty subse S'[] Sis strictly potential and for 1y [ S,A(y) <0.

4. Creativity as an ordinal relation

There are various degrees of potentiality, not astipuld algorithm potentiality be
compared with respect to the amount of relevanbrinftion quantified by the
“additional map”, it should also take an interest the relative ease to compute

f(x)OY".

Ignoring the complexity of computation would beeliignoring the difference between
factorising the product of two huge prime and sungnthem.

Another example that highlights the need to incledenplexity is simulations of non-
linear dynamical systems, such as models of mdtmgoal or financial system. It is
unfeasible to do analytical reasoning about theabielir of such systems, and it takes a
lot of computation to unfold the behaviour througimulation, even though all data and
the algorithms are in place.

There are multiple reasonable ways to define amakdelation between two algorithms
that take these things into acco f,gOF,, = {f X - Y}, but the transitive,
reflexive and identity preserving variant suggestere is the following,

f>g - O(f)>0(g)0(0(f)=0(g) DA(f)> Ag)). (4)

whereO(f) is the computational complexity bf

4 Note that this means that a verbose represen x [] X of an informative entity could be classified as a
non-potential, even it seem to have all the necggsaperties. One could add a proxy-stepto sdiig by
mappingf to fn, wheref,is the equivalence class (in the obvious senssjoreoff.

Sitis really just a way of stating that the tragedyleduction will not help.
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5. Conclusion

The concepts presented and to some extent expilortbe longer version of this paper,
gives a formal interpretation of the notoriouslydto pin down idea of creativity.

The ordinal relation “level of creativity” lendssélf to demarcate when a set of
algorithms may create information that is creatigaough to be regarded as
copyrightable, or maybe even what is the minimaeleof creativity for a cognitive or
conscious algorithm?

From the analogy to transcendence there springr dthglications hinted at in the

footnotes: Cyborg technology, such as hearing aidg be considered as a multi-level
version transcendence. Which aids ones intuitioflemondering about copyrights -
whether one likes Kant or not.
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Abstract. In his work, Floridi introduces several notions tescribe our
relationship with information and technology. Indeaccording to him, in recent
times, humanity has experienced a fourth revolyttbe Information revolution,
which, starting from the work of Alan Turing, haseeply affected our
understanding of ourselves as agents. Our genergigtill a generation of “e-
migrants”, but our children will be born in the asphere and will recognize
themselves from their birth as inforgs. | will fecan the notions of infosphere and
inforgs, and more generally on the notion of infatibn Floridi makes use of.
According to Floridi, in re-ontologizing ourselvas inforgs, we recognize how
significantly but not dramatically different we d@rem smart, engineered artifacts,
since we have, as they have, an informational eatdevertheless, if one focuses
on semantic information, which requires meaning anderstanding, then there is
still a dramatic difference between ourselves amdastifacts to be acknowledged:
we are the only agents who spontaneously reasoangially. First, | will present
the four revolutions Floridi talks about, and cldinat there are other revolutions
in the history of human culture that should be @ered in the perspective of
discussing the reshaping of our new environment @indur new selves in the
infosphere. Secondly, | will discuss an ambiguity Rloridi’'s use of the term
information and propose to consider his fourth hetion as the Second
Information revolution. To solve this ambiguity, will distinguish between
information and semantic information, which implimeaning and understanding.
Finally, | will present some questions that emeagee we consider humans’
cognitive capacities to access meaning on the bbaokd of the new context, the
infosphere.

1. Introduction: we are inforgs in an infosphere

Floridi has suggested that in recent years we hawe, together with our environment,
through a process of re-ontologization that hasged forever our way of seeing the
world and ourselves. If the challenge of philosogbgay is to analyse how this
revolution has changed our understanding of thédnand of ourselves, my challenge in
this talk will be to claim that some of Floridi'siggestions should be partly revised and
further discussed.

First, | will present the four revolutions Floritilks about, and claim that there are
other revolutions in the history of human cultunattshould be considered. Secondly, |
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will discuss an ambiguity in Floridi's use of therm information and propose to
consider his fourth revolution as the Second Inftian revolution. To solve this
ambiguity, | will distinguish between informatioma semantic information, which
implies meaning and understanding.

2. One, two, three... many revolutions: human cultee

Though | am in general sympathetic with Floridiaional reconstruction of the four
revolutions, | want to argue that in the courséafhan cultural evolution, it is possible
to individuate other crucial steps in the transfation of our ontology.

It is unquestionable that the appearance of cegnértefacts has played a major
role in the shaping of our world and of us as ctigmiagents. We might assume an
evolutionary perspective and consider first the moiin which human beings began to
communicate by means of a language, and then tmeemtothey invented writing, and
thus began not only to produce words but to sHamtin a public format that could be
inspected by others and stored in archives. Bathkelsteps were crucial in the evolution
of human cognition, since they revolutionized hunbeings’ access to meaning: new
channels became available to communicate and te@ rea@kse of the world around us
and of ourselves.

My approach is in line with the idea that cognitis ‘distributed’: as Hutchins
(1995a; 1995hb) explains, cognitive events are nobmpassed by the skin or skull of an
individual. There exist interesting kinds of dibtrtion of cognitive processes: we must
consider them if we want to understand human cigmitHuman beings, despite the
limitations of the cognitive systems with which Yeow that they are born (Kinzler and
Spelke (2007); Spelke (2004)), were able to develeyw practices and new cognitive
strategies to augment the powers of their mindswastg an extraordinary capacity in
creating tools that would help them in the procesdeéboth describing the world around
them and acting upon it. Some of these tools hadtensically cognitive function.

As a consequence, a more faithful reconstructioaun cultural evolution would
rather show how the history of our cognition hasrbdeeply influenced by the fact that
from the very beginning we engaged ourselves inbghim activities, and that these
activities have become, in a long historical aniducal process of creation and selection,
more and more complex. This was indeed a revolitiche ontology of information in
the billions of years of the evolutionary procesem the time when living processes
became encoded in DNA sequences: “because thisl move of information
transmission was partially decoupled from genetimgmission, it sent our lineage of
apes down a novel evolutionary path - a path thatdontinued to diverge from all other
species ever since” (p. 45).

3. Cognition and semantic information
In the DNA double helix, as well as in Turing maws, information is conceived as a
code, a string, and it does not have anything tevilo meaning or understanding. By

contrast, semantic information requires meaning @amderstanding. Floridi claims that,
by re-ontologizing ourselves as inforgs, we recogdi how significantly but not
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dramatically different we are from smart, enginéeagtifacts, since we have, as they
have, an informational nature. But of what kindirdbrmation is Floridi talking about
when he refers to ‘informational nature’ in the teases?

| will consider Bruner (1990)'s point of view onhat he defined the Cognitive
revolution, taking place in the 1950s. AccordingBiuner’s reconstruction, the aim of
that revolution at the beginning was to discovet dascribe formally the meanings that
human beings were able to create out of their emteosi with the world. The objective in
the long run was to propose hypotheses about whieaning-making processes were
implicated in humans’ cognitive activity. Brunetispe was that such a revolution, as it
was conceived at its origins, would have brougittpslogy to collaborate with its sister
interpretative disciplines such as the humanitied the social sciences. It is only a
collaboration of this kind that can allow the intrgation of such a complex phenomenon
as meaning-making. But the happy ever after didwmmtk out. In fact, the emphasis
began shifting from the construction of meaningh® processing of information, which
are profoundly different matters.

The notion of computation was introduced and camiplity became ‘the’ good
theoretical model; this brought far from the oraimuestion - the revolutionary one -
which was about the conditions of our meaning-mglaectivity, the answer of which
would have explained our semantic power. For téson, the Cognitive revolution “has
been technicalized in such a manner that even mides that original impulse” (p.1): it
has become the (uninteresting) Information revotutiMeaning is thus different from
information because it does not come before thesages but it is through the message
itself and the fact that this message is shareditttmiginates. In fact, public meanings
are the result of a negotiation.

4. Conclusions

To sum up, in my talk, | will try to show that arpaularly interesting aspect to discuss
in this framework is the role of semantic infornoati which is the expression of a
symbolic activity that up to now has been showbédaspecifically human. Knowledge is
situated-distributed, and this not only becauseag a cultural nature, but also and most
of all because our knowledge acquisition has aillihature. Moreover, knowledge has
also a social nature, because it gets sociallytnmted (Berger and Luckmann (1966)).
Human beings are semantic engines, and they etigageselves in meaning-making and
meaning-negotiating. For this reason, meaningesibile: as Bruner says, we show a
‘dazzling’, intellectual capacity for envisioningfernatives.

Will one day a fifth revolution come that will takaway from us also this ultimate
illusion? That day, will our own technology bringpaut intentional and semantically
powerful machines? At the moment, we do not knowe Task of philosophy of
information is to provide the appropriate framewttt would allow us to make useful
predictions in order to prepare the future genenatand ourselves.
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Abstract. Brain-computer interfaces (BCIs) are an emerging aoaverging
technology that translates the brain activity sfuser into command signals for
external devices, ranging from motorized wheelchairobotic hands,
environmental control systems, and computer apmica. In this paper |
functionally decompose BCI systems and categorize P@liGations with similar
functional properties into three categories, the#é (1) motor, (2) virtual, and
(3) linguistic applications. | then analyse theatieinship between these distinct
BCI applications and their users from an epistemckigand phenomenological
perspective. Specifically, | analyse functionalpgedies of BCls in relation to the
abilities (particularly motor behavior and commuation) of their human users,
asking how they may or may not extend these aslitiThis includes a
phenomenological analysis of whether BCls are expee@ as transparent
extensions. Contrary to some recent philosophicaims, | conclude that,
although BCls have the potential to become bodilwelsas cognitive extensions
for skilled users, at this stage they are not. Aviidle the electrodes and signal
processor may to a variable degree be transparhtireorporated, the BCI
system as a whole is not. Contemporary BCls are diffto use. Most systems
only work in highly controlled laboratory settingsequire a high amount of
training and concentration, have very limited cohtoptions, have low and
variable information transfer rates, and effectations are often slow, clumsy
and sometimes unsuccessful. These drawbacks caoasigle limit their
possibilities for transparency and incorporatiotoieither the body schema or
cognitive system which is essential for bodily arainitive extension. Current
BCls can therefore only be seen as a weak or metaphektension of the human
central nervous system. To increase their potefaratognitive extension, | give
suggestions for improving the interface design dfatvl refer to as linguistic
applications.
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1. Introduction: Brain-Computer interfaces

BClIs are an emerging and converging technologytthaslates the brain activity of its
user into command signals for external devicesasive or non-invasive electrode
arrays detect an intentional change in neural igtiwhich is translated by a signal
processor into command signals for applicationsh sae wheelchairs, robotic hands,
environmental control systems, and computer apidics. In essence, BCI technology
establishes a direct one-way communication pathbetween the human brain and an
external device, and can to some extent translateah intentions into technological
actions without having to use the body’s neuromiascystem. However, contemporary
BCls are difficult to use, the technology is sitillits infancy and has barely passed the
“proof of concept” stage. Most systems only work highly controlled laboratory
settings, require a high amount of training andceoitration, have very limited control
options, have low and variable information transtges, and effector motions are often
slow, clumsy and sometimes unsuccessful.

2. Goals, Method and Structure

2.1.ATYPOLOGY OF BCIS

In this paper | explore the relationship between BX€hnology and their human users
from an epistemological and phenomenological petsge My analysis has five parts.
First, | present a preliminary conceptual analysisBCIs in which | functionally
decompose BCI systems and categorize BCIl applitatioith similar functional
properties(Vermaas & Garbacz, 2009). Based on this prelirgimaalysis, | distinguish
between three categories: (fijotor applications which restore motor functions for
disabled subjects such as motorized wheelchairgobptic hands; (2)linguistic
applications which allow a disabled subject to select charact a screen, thereby
restoring communicative abilities; and @itual applications which allow a subject to
control elements (e.g. avatars) in a virtual envinent.

2.2.THE CURRENT DEBATE ON BCIS

Second, | briefly outline the current philosophidabate on BCIs. It has been claimed
that a BCI-controlled robotic arm is a bodily ex@em fully integrated into the body

schema of a macaque, thereby constituting a “netesyc whole” (Clark, 2007). It has

also been claimed that functionally integrated B@is cognitive extensions, i.e., they
extend cognitive processes of their users intortfagerial environment (Fenton and
Alpert, 2008; Kyselo, 2011). These philosophicaliris are evaluated later on in this
paper.

2.3.HUMAN-TECHNOLOGY RELATIONS

Third, | introduce some key concepts for better exathnding human-technology
relations. These key concepts are “body schematotporation”, “transparency” and
“extended cognition”A body schema is a non-conscious neural represemtaf the
body’s position and its capabilities for action. \Aie able to incorporate artifacts such
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as hammers, screwdrivers, pencils, walking caras, glasses, and hearing aids into our
body schema, thereby enlarging our body schemay(Bt800). These artifacts are
embodiedand are not experienced as objects in the envieahivut as part of the human
motor or perceptual system. When using embodiefhett to act on the world such as
hammers, pencils, and screwdrivers, a subject ddashwant an action on the artifact
and then on the world. Rather, a subject merelytsvan action on the world through the
artifact and doesn’t consciously experience th#aattwhen doing so. The perceptual
focal point is thus at the artifact-environmentifdce, rather than at the agent-artifact
interface (Clark, 2007). In this sense, embodi¢ideats are transparent (lhde, 1990).

Cognitive artifacts such as calculators, computarg] navigation systems, can
under certain conditions be incorporated in the droognitive system in such a way
that they can best be seen as literally part df $fistem. These devices, then, perform
functions that arecomplementaryto the human brain (Sutton, 2010). There is,
furthermore, a two-way interaction when using sdekices, and both the brain and the
cognitive artifact have a causal role in the ovepabcess, thereby forming a “coupled
system”. In such coupled systems, the cognitivegss isdistributedacross brain and
artifact, and the artifact is seen as co-constéutf the extended cognitive system.
Remove the technological element from the equatimhthe overall system will drop in
behavioural and cognitive competence. So theresisamg symbiosis and reciprocity in
coupled systems. Moreover, what is essential wiéanding cognition is a high degree
of trust in, reliance on, and accessibility of #mgnitive artifact (Clark & Chalmers,
1998).

2.4, HUMAN-BCI RELATIONS

Fourth, | explore the relationship between motimguistic, and virtual applications and
their human users in the light of the conceptsijusbduced. | analyse whether BCls are
incorporated into the body schema or cognitive esysof their users, and analyse
whether they are experienced as transparent eatensi the human body or cognitive
system. | demonstrate thatthough BCls have the potential to become bodilyvall as
cognitive extensions for skilled uses,this stage they are ndnd while the electrodes
and signal processor may to a variable degreedmsparent and incorporated, the BCI
system as a whole is not. Contemporary BCls arfécdlif to use. Most systems only
work in highly controlled laboratory settings, régua high amount of training and
concentration, have very limited control optionswvé low and variable information
transfer rates, and effector motions are often stkdumsy and sometimes unsuccessful.
These drawbacks considerably limit their possib#itfor transparency and incorporation
into either the body schema or cognitive systemclvhis essential for bodily and
cognitive extension.

2.5.DISTRIBUTED COGNITION FOR IMPROVING BCIS

And fifth, | give suggestions to increase the ptigrior cognitive extension of linguistic
applications. To do so, | draw from concepts ofdraributed cognition framework. Jim
Hollan, Ed Hutchins and David Kirsh (2000) argueattithe nature of external
representations is essential when effectively ithisting cognition. Their notion of
“history enriched digital objectsinplies that often selected letters should be mtese
larger or brighter on the screen. Their notionzfdmable multiscale interfaces” implies
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that for someone who is selecting letters on aescrié might be more effective if the

letter the person wants to select becomes largeniliie cursor moves towards it. And
their notion of “intelligent use of space” implisat for people who are not used to the
QWERTY-style, it might be logical to present the shoften selected letters in the
middle and letters that are selected less ofténemperiphery of the screen.
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Abstract. Developing a general theory of cognition basedfa@mal notions of
information remains a long-term goal. One meansaking incremental progress
toward this goal is to analyze core cognitive céfmcto determine whether they
can be explained by reference to information. Chuglis one of the most general
and least understood phenomena in human cogni@George Miller described
chunking as "a process of organizing or groupirgitiput into familiar units or
chunks." The psychological literature describesnéing in many experimental
situations but it says nothing about the intrinsicathematical properties of
chunks. The cognitive science literature discusdgsrithms for forming chunks,
each of which provides a kind of explanation of wdgme chunks rather than
others are formed, but there are no explanationghat these algorithms, and thus
the chunks they find, have in common. We argue thainks share a common
information-theoretic signature. This signaturedifined in terms of the basic
measure of information content, entropy: Chunks hawve conditional entropy
internally, and high conditional entropy at the bdaries. We explain this chunk
signature and examine several lines of evidence ghpport this information-
theoretic view of chunks. The first is that alglnits built to find chunks based on
this signature (or very similar signatures) aretejsuccessful at chunking real-
world data. The second is that real chunks, suctvass in natural language,
appear to be nearly optimally constructed with eespo this signature. Empirical
studies also suggest that children, even infants,adtually possess such a
chunking ability. All of this evidence supports tiew that chunks can be defined
by an information-theoretic signature, and thaeaggal chunking ability based on
this signature provides a good explanation for ¢bi® cognitive ability.

1. Introduction

Developing a general theory of cognition based ormél notions of information
remains a long-term goal. One means of making mergal progress toward this goal is
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to analyze core cognitive capacities to determitether they can be explained by
reference to information. Chunking is one of thestgeneral and least understood
phenomena in human cognition. George Miller destfilthunking as "a process of
organizing or grouping the input into familiar widr chunks." Other than being "what
short term memory can hold 7 +/- 2 of," chunks @pge be incommensurate in most
other respects. Miller himself was perplexed beeahs information content of chunks
is so different. A telephone number, which may Wwe or three chunks long, is very
different from a chessboard, which may also conji@ha few chunks but is vastly more
complex. Chunks contain other chunks, further obsguheir information content. The
psychological literature describes chunking in marperimental situations but it says
nothing about the intrinsic, mathematical propsrtié chunks. The cognitive science
literature discusses algorithms for forming chun&ach of which provides a kind of
explanation of why some chunks rather than othees farmed, but there are no
explanations of what these algorithms, and thuglhlueks they find, have in common.

We argue that chunks share a common informatieardtic signature. This
signature is defined in terms of the basic measdrinformation content, entropy.
Entropy measures the average amount of informatéuired to communicate the
outcome of a random variable. For example, theopgitof a toss of a fair six-sided die
is much higher than that of a loaded one. In eitra@rms, the chunk signature is
simple: Chunks have low conditional entropy intésnand high conditional entropy at
the boundaries. For example, given the sequencto"yithe conditional entropy of the
next letter in the chunk is low (it is probably &b, but given the letters in the chunk
"victory", the conditional entropy of the neighbmaygi letters is high. This relationship
between predictability and the boundaries of words noticed as early as 1948 by
Claude Shannon.

2. Supporting Evidence

There are several lines of evidence that suppast itiformation-theoretic view of
chunks. The first is that algorithms built to fioHunks based on this signature (or very
similar signatures) are quite successful at chuynkieal-world data. Several such
algorithms have been developed independently of otteer in the fields of
computational linguistics and artificial intelligegy, adhering to the chunk signature with
varying degrees of fidelity. Perhaps the fullespliementation is that of the Voting
Experts algorithm originally developed by Cohen &aéms. Variants of this algorithm,
that add bootstrapping (the ability to feed infotima about chunks already discovered
back into the algorithm's decision-making processpresent the highest levels of
performance in the literature on a common benchrofdasupervised chunking ability.
Interestingly, this benchmark involves finding werih a corpus of transcribed child-
directed speech from the CHILDES project. Howeveerformance of the Voting
Experts family of algorithms is not restricted tuld language data, as these algorithms
also perform well at finding words in diverse laages with different writing systems,
finding episodes in sequences of robot actiong]ifim letters on a printed page by
analyzing columns of pixels, and finding teachipjsede boundaries in the instruction
of an Al student.
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While this evidence suggests that algorithms $agcfor the chunk signature very
often recover correct chunks, it does not fullyabsh the correspondence between the
chunk signature and real chunks. The question remahether real chunks are optimal
with respect to this signature. Put more simplyt, afall the possible chunks that could
be formed based on some data, are the true chhekchunkiest?" This question is
difficult to evaluate because it requires enumagatin exponential number of possible
ways to chunk a given sequence. However, for steatiences, it is possible to fully test
this proposition. We developed a chunkiness sdaai¢é ¢combines the internal entropy
and the boundary entropy into a single number.gagh 5-word sequence in a corpus of
child-directed speech, we generated all possibgneatations and ranked each one
according to the chunkiness score. The true segti@ntranked in the 98.7th percentile
on average. Preliminarily, it appears that syntxhe primary reason that the true
segmentation is not higher in the ranking: Whenvted-order in the training corpus is
scrambled, the true segmentation is in the 99.6tlagmtile. Still, based on these early
results we can say that, in at least one domaire thunks are nearly optimal with
respect to the information-theoretic chunkinessesco

Empirical studies also suggest that children, entamts, do actually possess such a
chunking ability. Saffran, Aslin, and Newport fanstyudemonstrated that 8-month-old
infants can correctly identify artificial words acontinuous speech stream. Importantly,
this speech stream did not contain pauses aroumdreges or phrases as natural speech
often does. This means that infants must be relgimgome sort of chunking ability to
discover these words in the stream. Saffran eprlposed a very simple chunking
heuristic that was sufficient for their task, batl$ at finding words in natural languages
and other non-linguistic chunking tasks. In ounwi@ositing such a weak ability is not
parsimonious because it would require the childeealso have a second, more powerful
ability for other chunking tasks, even other lirgjig tasks. By contrast, with a single
chunking ability based on the signature of churdtsldren could perform the task
presented by Saffran et al. as well as many otliers.also worth noting that Hauser,
Newport, and Aslin later showed that cotton-top aans can perform a very similar
task, suggesting that the underlying ability may dfe@red with other non-human
primates.

3. Conclusion
All of this evidence supports the view that chumles be defined by an information-

theoretic signature, and that a general chunkiilgyabased on this signature provides a
good explanation for this core cognitive ability.
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Given the definition ofnformational distances the time it takes to satisfy a request for
the information (Janlert, 2006a), it follows thdiese distances, the latencies of
information satisfactions, will depend on the lé@atof the information-seeking agent as
well as the location of the various resources atbéél for satisfying requests for
information. That also means that changes in tlemtgylocation as well as changes in
the location of information resources in the emiment of the agent will dynamically
affect the agent's informatiomvailability profile (Janlert 2006a), the spectrum of
informational distances for the complete range afsible information requests. This
paper will start to investigate the implication sthinay have for the possibility of
outlining the informational boundaries of the agesgparating agent from world in
informational terms, and for the possibilities dfategic relocations of agent and
informational resources.

To do this a model of agent—world relationshipuslined and used, more general
and considerably more abstract than the exampleactfal “natural” agent—world
relationships found in this world, starting fromcharacterization as completely as
possible in informational terms: the world is ba#lica database from which the agent
gets informatiorand in which the agent sets information.

It turns out that it is possible to define the stemtial extension of an agent in
informational terms in a way that at least stastmbke some sense in the real world: the
informational boundary. The issue of agent identigy then be approached along the
lines of Nozick’s closest-continuer theory.

Finally, the importance of proximity as a cue tmiextual relevance for situated
activity in general is transformed or translatedirttormational terms to appear as a
relevant principle in getting as well as in settinfprmation.

Issues of accuracy and reliability of (purporteddrmation will be bracketed off in
this paper, but basically “information” is takeneclude “misinformation.”

1. The world as a database

In this model, we have aagentin an environment, a (or thejorld. The agent ipart of
the environment, but other than that nothing isia&sl about its structure and extent or
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what drives it. What the agedbesis two things (which may in the end turn out to be
one and the same thing at a certain level of atigrg. Firstly, it requests and gets
information from the world. The world is considertm be a (dynamic) repository of
information from the agent’s point of view: allater gets is information from it about it.
In our useof the model we may of course consider any kindrgflementation (model)
satisfying the constraints of the agent’s inteati

Secondly, and this is in order to make the modepuarely informationally based
and symmetric as possible, the agent aktsinformation into the world. Thus, the agent
gets as well as sets information.

That is the general model. Such worlds could afrse be very different but let us
assume for the current exercise that the worlth®itodel by and large matches our own
real world at a slightly less abstract level.

Setting or getting information can be viewed amadter of direction of fit. Getting
information can be understood in terms of retrigyioomputing, measuring, observing
etc., and any combination of such processes, vdelpartly initiated and performed by
the agent (Janlert, 2006b). Setting information mse# make something the case, to
make the world deliver certain information. Gettinfprmation is often thought of as a
non-intervening process supposed to leave the wartbuched, whereas setting
information, making something the case, usualiph@ught of as doing some measure of
violence to the world, forcing it to change. Butngeally in this world you can't get
information without setting some information in thgocess; and you can't set
information without getting some information in theocess.

Situated existence in this model becomes a kinthfofmation management; we
are already living in an informational world, if yavill.

This whole approach could in itself perhaps beve as an analysis in the style of
Carnap (1961); it has certainly been inspired by it

2. Informational boundary of an agent

Given an agent that moves, it will be possible taken a differentiation between
information that is moved “along with” the agendentifiable as information that is
reasonably close and whose distance does not vaigh nduring movement, and
information that doesn’t. (The size of changes &hde understood as relative, in
proportion to the whole distance.) Information thatves along with the agent in this
sense is considered to be within its (current)rimfational boundary, other information
considered to be on the outside.

For information that does not move along, thaexsernal to the informational
boundary, it is also interesting to differentiateteeen information that is far off, far
away at the information horizon of the agent, afbse distance remains fairly constant
during the movement of the agent. It will appearaaguite stable background. What
remains will then be information that is close tnidrange”and changes significantly
during movement: proximal external information.
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3. Proximity principle applied to the informational world

Things that are close tend to matter; things thatter tend to be(come) clogédanlert,
2003). For an agent situated in an environment tféans roughly: (1) that an object
close to the agent has a better chance of getim@gent’s attention and figure in the
agent's activities; (2) an object that mattershe agent’s activities, is more likely to
already be or soon become within close range gpdtit to the agent’s own doings). In
the world-as-database model this translates tdaflewving rule of thumb for proximal
external information: information that is closethe agent has a better chance to be got
by the agent and play a role in the agent’s a@s/jtinformation that matters to the
agent’s activities, is more likely to be or becottese to the agent.
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CONTEXTUAL INFORMATION

Modeling Different Interpretations of the same Datathin a Geometric
Framework
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Abstract. Semantic Information has provided an elegant §etpproaches that
allow us to ground information with respect to @sntext, Level of Abstraction

and Purpose. Interestingly, computer science a#® & history of considering
context and attempting to incorporate it into fiellich as Atrtificial Intelligence,

Ubiquitous Computing, Information Systems design digese fields generally
treat context as an unknown parameter, which téadse insufficient when it

comes to the modeling of cognition. This paper drattention to a class of
contextuality that arises from “knowing too diffatly” rather than ““too little",

and discusses the manner in which this new cladikely to be of increasing

importance to the modeling of socio-technical andirenmental systems. A new
geometric model is discussed which incorporatedestrat its core. Thus, this
paper presents an approach that might be usedtmdrthe truth of statements
within a relevant context. Such models make thenearin which context can

affect the interpretation of information expliciind can both consistently explain,
and allow us to model, an important class of squi@nomena. The model will be
discussed with reference to both push polling, thedclimate change debate.

1. Information in Context

Semantic Information (Floridi 2011) has provided elegant set of approaches that
allow us to ground information with respect to @entext, Level of Abstraction and

Purpose, which has in turn allowed Floridi devebomumber of theories about truth,
relevance, the logic of being informed etc. (FIb8611). However, little work has been

presented as to how this theory could corresponith@échumans to whom it generally
refers, and perhaps most importantly, to their eggre behavior in e.g. elections, social
movements and crises. Semantic Information hapathtential to shed some light upon
the responses exhibited by individuals to manyhefdomplex information environments
that surround them, but realistic models will bguieed before this can be achieved.
While it is relatively easy to determine if the béein the fridge (or not), recent public

debates on climate change, water management, censp@anding habits in the wake of
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the global financial crisis etc. have all serve@naphasize the manner in which different
sections of a community might ascribe very diffénealues to statements generated from
highly similar sets of data. The interpretationttbhould be attached to information is
frequently the subject of vigorous debate, in whiohtext tends to play a fundamental
and highly complex role. This situation is recoguizsomewhat in Floridi's (2011)
discussion of semantic truth however, the mannevhith such a conception might be
worked into the computational modeling of socighamics is yet to be considered. As
scientists attempt to construct increasingly sdjmaited climate, water and socio-
political models, it has become essential that aesicler the manner in which humans
respond to complex sets of information and data.

This paper will discuss a sophisticated agent dasedel (ABM) of human
decision makingn contextthat is currently in development. This model tadgpiration
from the work of Brugnach et. al (2008), who costed the difference between
“knowing too little” a concept already extensivetiiscussed in the computational
literature (Akman & Surav 1996, Brézillon 1999),datknowing too differently”, a
concept which is yet to be incorporated into thmgotational paradigm. To “know too
differently” implies a contextual dependency to whedge, which must be accounted for
in models of human behavior.

Taking a situation of water shortage as an exanifpie frequently the case that a
number of different framings can be provided. Theisults in the attribution of different
interpretations to the situation, each potentiglyuiring different responses; how should
a government react? A farmer will be concerned Wittsufficient supply”, while
environmentalists might approach the water systanking that the problem is one of
“excessive consumption” (Brugnach et. al 2008).rBointexts have led to claims that
are justified, but the two interpretations are mgatible, in that they apparently require
different actions from policy makers.

Context p Context g

a

Figure 1.The changing context of a decision. The probabiftghoosing a particular
course of action changes between contpxésdg.

While relativistic arguments have a somewhat dubiaeputation in pure
philosophy, it is becoming increasingly importahatt we recognize the role context
plays in the modeling of human responses to inftionaand in particular, to the
decisions that humans make in utilizing this infation. For example, when presented
with the same set of information, a different indival might draw a very different set of
conclusions as to its consequence, and this camrifead to markedly different actions.
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The manner in which the new model represents congegeometrical, and can be
quickly explained with reference to the simple epanillustrated in Figure 1. Here, we
have represented the current statepf an agent (we shall call her Alice) with resipiec
two different contextp andg. In this case, the state of our agent has beesechto
correspond to her projected response to a binaggtiun e.g. will you vote for candidate
Xin the coming election?

A connection to probability is generated by assgnthat the length of the state
A is equal to 1, which means that the probabiliGE#lice responding with a “yes” or
“no” are given by the Pythagoras theoriena particular contextThus,

R (o e
|b3'ss:| ‘|'|fl.-..::| in context g "

With reference to Figure 1, it can quickly be s#gat the probability of Alice
responding with “yes" will be markedly differdm¢tween the two contexts; while she
has a higher probability of responding with “yes"contextp, she has a higher
probability of responding with a “no” to the samgegtion in contexq (this is given by a
quick inspection of the lengths of the componerdking up a right angled triangle with
hypotenuse equal to stad

This geometric model of decision making in contdédars a remarkable
resemblance to the geometrical probability thattissed in quantum theory (Isham
1995), and indeed, this similarity is further d@pad in a number of recent contextual
models of, for example, decision making (Busemeyel. 2011) , word recognition and
recall (Bruza et al. 2009), concept combinationr{&\& Gabora 2005) and information
retrieval (Van Rijsbergen 2004). The general fraowwof these models will be
discussed, and the novel manner in which they paete context into the modeling of a
state of affairs highlighted. In particular, thigger will highlight the way in which
explicitly considering contextual factors in a mbdkows for a recognition of different
points of view and framesithoutlapsing too deeply into relativism. While someioot
of truth can be understood to exist in this motie, context in which a set of facts is
presented can profoundly influence the interpretathat an agent would attribute to
them.
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COGNITION AS MANAGEMENT OF MEANINGFUL INFORMATION.
PROPOSAL FOR AN EVOLUTIONARY APPROACH.

CHRISTOPHE MENANT

Extended Abstract

Humans are cognitive entities. Our behaviors angomy interactions with the
environment are threaded with creations and usafjp®aningful information, be they
conscious or unconscious. Animal life is also papd with meaningful information
related to the survival of the individual and ok tlkpecies. The meaningfulness of
information managed by artificial agents can alsocbnsidered as a reality once we
accept that the meanings managed by an artifigahtaare derived from what we, the
cognitive designers, have built the agent for.

This rapid overview brings to consider that cognit in terms of management of
meaningful information, can be looked at as a tg&ir animal, humans and robots. But
it is pretty clear that the corresponding meaningk be very different in nature and
content. Free will and self-consciousness are kexeis in the management of human
meanings, but they do not exist for animals or tebAlso, staying alive is a constraint
that we share with animals. Robots do not carriydbastraint.

Such differences in meaningful information andrdtign for animal, humans and
robots could bring us to believe that the analg$isognitions for these three types of
agents has to be done separately. But if we adraehumans are the result of the
evolution of life and that robots are a produchafman activities, we can then look at
addressing the possibility for an evolutionary agmh at cognition based on meaningful
information management. A bottom-up path would be@y meaning management
within basic living entities, then climb up the thd of evolution up to us humans, and
continue with artificial agents.

This is what we propose to present here: addressvalutionary approach for
cognition, based on meaning management using dessygtemic tool.

We use for that an existing systemic approach oaning generation where a system
submitted to a constraint generates a meaningfalrrmation (a meaning) that will
initiate an action in order to satisfy the constrgMenant 2003, 2010 a). The action can
be physical, mental or other.

This systemic approach defines a Meaning Gener8ystem (MGS). The
simplicity of the MGS makes it available as a buigdblock for meaning management in
animals, humans and robots.

Contrary to approaches on meaning generation ichodygy or linguistics, the MGS
approach is not based on human mind. To avoid leiityy an evolutionary approach
has to be careful not to include components of mumiad in the starting point
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The MGS receives information from its environmemtd compares it with its
constraint. The generated meaning is the connedaidsting between the received
information and the constraint. The generated nmggis to trigger an action aimed at
satisfying the constraint. The action will modifyetenvironment, and so the generated
meaning. Meaning generation links agents to theiirenments in a dynamic mode. The
MGS approach is triadic, Peircean type.

The systemic approach allows wide usage of the MGEystem is a set of elements
linked by a set of relations. Any system submitteda constraint and capable of
receiving information from its environment can ldada MGS. Meaning generation can
be applied to many cases, assuming we identifyrlglemough the systems and the
constraints. Animals, humans and robots are theantagcontaining MGSs. Similar
MGSs carrying different constraints will generatdfedent meanings. Cognition is
system dependent.

We first apply the MGS approach to animals witkaysalive” and “group life”
constraints. Such constraints can bring to modelyntases of meaning generation and
actions in the organic world. However, it is to lighlighted that even if the functions
and characteristics of life are well known, theunatof life is not really understood.
Final causes are difficult to integrate in our tpda&ience. So analyzing meaning and
cognition in living entities will have to take intccount our limited understanding about
the nature of life. Ongoing research on conceps $iutopoiesis could bring a better
understanding about the nature of life (Weber aatela 2002).

We next address meaning generation for humanscabe is the most difficult as
the nature of human mind is a mystery for todagrsoé and philosophy. The natures of
our feelings, free will or self-consciousness an&nown. Human constraints, meanings
and cognition are difficult to define. Any usagetb& MGS approach for humans will
have to take into account the limitations that iteBam the unknown nature of human
mind. We will however present some possible apgresdo identify human constraints
where the MGS brings some openings in an evolutjoapproach (Menant 2010 b & c).
But it is clear that the better human mind will mederstood, the more we will be in a
position to address meaning management and cogrfitiohumans. Ongoing research
activities relative to the nature of human mind @omany scientific and philosophical
domains (Philpapers, Philosophy of Mind).

The case of meaning management and cognition tificiat agents is rather
straightforward with the MGS approach as we, theigiers, know the agents and the
constraints. In addition, our evolutionary approdumtings to position notions like
artificial constraints, meaning and autonomy asveer from their animal or human
source.

We also highlight that cognition as managemenimefiningful information by
agents goes beyond information and needs to addrpsssentations which belong to the
central hypothesis of cognitive sciences.

We define the meaningful representation of an if@nan agent as being the networks of
meanings relative to the item for the agent, with dction scenarios involving the item.
Such meaningful representations embed the agettisimenvironments and are far from
the GOFAI type ones (Menant 2010 b). Meanings,esgmtations and cognition exist by
and for the agents.

We finish by summarizing the points presented #ighlight some possible
continuations.
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Abstract. Computational models of the human mind have beenstibject of a
heated debate since Turing's seminal paper of 196fhe opponents of the so-
called Strong Al have postulated alternative meidms based on one or another
form of hypercomputation. Although specific argurtsenan be (and have been)
raised against the possibility of hypercomputatarjfferent approach is possible:
accept the possibility of human cognitive abilitiesyond the reach of Turing
Machines (TMs) and then face the problem of poshdaappropriate physical
mechanisms underlying these hypercomputing atslitiEhe result can lead to
difficulties as hard as those faced by Strong Alhe first place, reducing the
allure of the hypercomputing alternatives.

1. Introduction

In his celebrated paper of 1950, Turing advancedthien daring proposal of machines
able to emulate the human mind. Those machines thergractical realization of the
model he introduced before in 1936-7. Turing's fadation is careful to avoid the
categorical statement that the human mind can héaged by a Turing Machine due to
the fact thatit is a Turing Machine. However, successive computernsisis have
reprised Turing's proposal without his caveats.e&tteme and idealized version of this
point of view is known as Strong Artificial Intedénce (Searle, 1984).

2. An Obijection to Artificial Intelligence

The thesis that the human mind can be modelledurin@ Machines has been attacked
by many people. A common line of attack goes liks:t
» Strong Al claims the human mind can be modelled lyng Machines.
e Turing Machines suffer internal limitations thatrfage in theorems due to
Turing himself, Rice and even Godel.
»  But human cognitive abilities go beyond these Etiitns.
e Ergo, the human mind cannot be modelled by TurimgihMhes.

-104 -



The Computational Turn: Past, Presents, Futures?

This argument has been rejected by many authofer(Ran, 1996; Chalmers, 1995).
But this paper will take a different approach: whappens if we accept that the human
mind cannot be modelled by a Turing Machine? Whkpt tof mechanism is needed
instead? What problems arise when such a modebisted?

3. “Mechanisms” more powerful than computers

There are many candidates for this role. On the lomed, physical systems with
properties (supposedly) beyond the restrictionswfng Machines (Penrose, 1994). On
the other hand, mathematical models circumventimmsé same restrictions: Oracle
Turing Machines (Turing, 1939), Analog Neural Netk® (Siegelmann, 1999),

Dynamical Systems (Bournez and Cosnard, 1995), etc.

In fact, there is a common core in all these m&dgl) they pretend to implement
some notion of what can be considered intuitivelgcemputational mechanism; (b)
simultaneously, they include elements capable dfoducing entities not Turing
computable. They can be gathered under the lalfalypercomputation.”

Many of those who oppose the Strong Al, claim thatan cognitive abilities
which are not explicable by TMs are in fact basaedooe or another hypercomputing
mechanism.

4. Towards a new scientific research program?

But these mechanisms are also prone to run intobkeo Sieg (2008) has argued
convincingly that Turing Machines' limitations asieconsequence of the acceptance of
two principles: locality and boundedness. The finshciple means that a computer can
only change immediately recognizable configuratiomdinite time. The second one
means that a computer can only recognize immegliately a bounded number of
configurations (and therefore there exists an uppend to the amount of information it
can handle in finite time).

By rejecting TMs as an upper bound to computahbilite reject these principles.
No need to worry though, theoretically speakingwé are only interested in abstract
mathematical models. But if the aim is to modelmexplain the human mind, and some
of its capabilities are attributed to hypercompgtifeatures, then we are asserting
implicitly that the human mind (or its physical stiatum, if you will) goes beyond the
principles of locality and boundedness. One varétyypercomputation even asserts the
possibility of harnessing and manipulating non-cataple irrational numbers
(Siegelmann, 1999). And if we want to remain orestific grounds, we will be pressed
to point out to the physical counterparts of thiedretical entities and postulate
hypercomputation in Nature.

Of course, none of this is impossible, at leagtrinciple. However, our quest for a
model of the human mind has lead us to pose vesig ljmestions about physical reality
that bring with them huge theoretical and practichhllenges that look at least as
difficult as the problems faced by the computatiomadels of the human mind. The
moral might be that a theoretical alternative is mecessarily a plausible explanation for
a natural phenomenon.
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SEMANTICS OF INFORMATION

Meaning and Truth as Relationships between InfolonaCarriers

MARCIN J. SCHROEDER
Akita International University
Akita, Japan

Abstract. The meaning of information has been openly dismigsom the interest
of information theory already by Shannon, but tizsdo of the early attempt to
develop semantic theory of information by Bar-Hilkeld Carnap was even more
discouraging. They developed their theory of semaimformation using as a
starting point already existing logical structufetee language, not recognizing the
fact that language is a very special informatiosteiyn and the logic of information
should be built before its semantic theory. Phitdgoal concept of meaning for
centuries has been associated with the medievablastit concept of
intentionality, pointing by a symbol at intendedeatt, identified by Brentano and
his followers as the primary characteristic of naéacts. Neither of the attempts to
eliminate psychologism of intentionality removede thprimary source of
philosophical problems which has been always inféloe that semantics requires
crossing the border between different ontologicaities. This difficulty could not
be resolved within philosophy of language, as &t lbvel the difference between
linguistic items and entities to which they refannot be ignored. The relationship
between a symbol and its meaning does not reqeiparation of ontological
status, when the meaning is understood as a neshije between information in
two different information carriers, that of a syrmlamd that of denotation. In the
present paper, both, symbol and object are destribeterms of information
integration. Every entity is being characterizedotiyh the integrated part of
information constituting its identity, and not igtated interpreted as its state. The
correspondence of identities, i.e. integrated pafri@formation is here identified
as the meaning, the correspondence between staesionintegrated parts of
information is identified as the truth.

1. Sources of Problems in Semantics of Information

Difficulties in the development of semantics ofdrhation are in part inherited from
linguistic semantics, but some of them have theireses in the circumstances in which
information theory has been born. The meaning adnmimgy has been always an elusive
subject. Ogden and Richards (1923/1989) in thedtelyi read study of this concept
considered its sixteen basic meanings.

Philosophical concept of meaning for centuries basn associated with the
medieval scholastic concept of intentionality, gimig by a symbol at intended object.
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Brentano identified intention or “aboutness” withet fundamental characteristic of
mental capacity.

The logical approach initiated by Frege and dewsdidpy Church was an attempt to
eliminate psychological aspects of the meaning bgking a distinction between
denotation and sense, and focusing on the rulexiregl sense of compound expressions
to those simple. However, the shift of attention rnwtual relationship between
expressions of a language at different level of exity does not help to understand the
relationship between simple signs and their demmotst to which the process of
reduction is leading. Under influence of logicakjiiwism, Carnap attempted to resolve
this issue in the context of scientific methodoldgy involving the idea of empirical
sense reducing criteria of the relationship to eitgli procedures.

The approach initiated by Peirce, whose originatings preceded most of the
contemporary work on the concept of meaning, was mitended as a way to eliminate
necessity to involve human subject in semiosishik approach sign and object are
accompanied by interpretant of the type of a sRging a sign, interpretant may enter
into another triadic relation with its own objectdainterpretant. Its role is to build a
connection between sign and object which doesawtire involvement of human being.
This approach leaves the question of the traditicalationship between the sign and its
meaning open-ended, but it hardly gives its explanaespecially when the sign has
different ontological status from that of an obje&s in the logical approach, we have
here an extension of the study towards a complexctsire of signs or names, but the
basic relationship between the object and theisi¢gft in the shadow.

No wonder that the issue of the meaning of inforomahas been dismissed from
the subject of information theory so easily. Sharsmadisclaimer “These semantic
aspects of communication are irrelevant to the rergging problem” (Shannon &
Weaver, 1949/1989) has been followed by majorityindérmation theorists, such as
Cherry (1951/1952): “It is important to emphasiaethe start, that we are not concerned
with the meaning or the truth of messages; semmrii&s outside the scope of
mathematical information theory.” After all, the asaire of information was defined for
one letter or character of a message which doesanot any meaning. The measure for
entire message was simply the sum of measureséoacters.

Fiasco of the early attempts to develop semanéorthof information, such as the
most advanced attempt by Bar-Hillel and Carnap 2Z)98ealed the fate of the study of
semantics of information. Bar-Hillel and Carnap eleped their theory of semantic
information using as a starting point already éxistogical structure of the language.
They did not take into account that language i€®y ®pecial information system and
more general logic of information should be budfdre its semantic theory.

2. Semantics as Relationship between Information Caers

Bar-Hillel and Carnap (1952) have built their measof semantic information in such a
way that it can be reduced to Shannon’s entroyspecial case. However, here there is
a fundamental problem whether the measure of irdtiom transmitted in the process of
communication applies to information carried by socarrier (symbol or object). The
present author (Schroeder, 2004) believes tharkwer is negative, and the measure of
semantic information should be based on the altemameasure, taking into
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consideration the amount of information carriedslggnbols, which should be estimated
based on the relationship between the informatiothé symbol and information in the
designate.

However, the primary source of philosophical prafdeof semantics has been always in
the requirement of crossing the border betweenrerdifft ontological entities. This
difficulty could not be resolved within philosophyf language, as at this level the
difference between linguistic items and entitiesvtich they refer cannot be ignored.

The relationship between a symbol and its meanowes thot requirseparationof
ontological status, when the meaning is undersésod relationship between information
in two different information carriers, that of anglyol and that of denotation. In the
present paper, both, symbol and object are destitberms of information integration
(Schroeder, 2009).

The concept of information integration is implenahtvith the use of a theoretical
instrument called a generalized Venn gate whichsfams selective manifestation of
information into structural one (Schroeder, 200802 The transition may change the
level of integration of information depending o ttructural characteristics of the logic
of the gate. The gates whose logic is completeddircible into the components (such as
in the case of quantum logic) produce highest lefeintegration. The gates with
Boolean (i.e. traditional) logic reducible to theoguct of simple (yes-no) components
leave information completely disintegrated. There af course multiple levels of
integration in between.

Information is here understood in a very broad a&ygn identification of a variety,
i.e. that which makes one out of a variety (Scheogd005). Thus, not only language is a
carrier of information, but also every object ofr cexperience. Cognitive processes
involve transformations of selective manifestat@fninformation coming with sensory
stimulation into the structural manifestation ofoirmation, which in its integrated form
constitute conscious experience.

Every entity is being characterized through theegrated part of information
constituting its identity, and not integrated ipigted as its state. The correspondence of
identities, i.e. integrated parts of information liere identified as the meaning,
correspondence between states, i.e. non-integped of information is identified as
the truth.
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PRE-COGNITIVE SEMANTIC INFORMATION °
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Abstract. This talk addresses one of the fundamental pnoblef the philosophy
of information: How does semantic information engengithin the underlying

dynamics of the world? --- dynamical semantic infation problem. It suggests
that the canonical approach to semantic informatioait defines data before
meaning and meaning before use is inadequate fggnitive information

media. Instead, we should follow a pragmatic apghida information where one
defines the notion of information system as a spddnd of purposeful system
emerging within the underlying dynamics of the wornd define semantic
information as the currency of the system. In thi&y, systems operating with
semantic information can be viewed as patternshim dynamics — semantic
information is a dynamical system phenomenon ohlgigrganized systems. In
the simplest information systems the syntax, seigcgrdnd pragmatics of the
information medium are co-defined. It proposes w maore general theory of
information semantics that focuses on the interfate of the information states in
the information system — the interface theory oanieg.

1. Introduction

| address the following problem: How does semaitformation emerge within the
underlying dynamics of the world? Let us call tthe dynamical semantic information
(DSI) problem. This is related to another kind oblgem: Can we provide a foundation
of cognitive science with the notion of (semaniidprmation? | claim that it is possible
to offer a theory of pre-cognitive semantic infotioa that does not presuppose a notion
of cognition or mind. With such a theory, the natmf semantic information can be used
in foundational discussions of cognition withoutcailarity. However, | do not plan to
address the second problem here.

My strategy for addressing DSI is this: Start wathnotion ofinformation system
that is a special kind of autonomous dynamicalesgsinteracting with an environment.
Describe semantic information as a “currency” af thformation system. That is, treat
information for the system not as a primitive bstaaderived notion, similar to the way
currency is a derived notion of an economic sysftEake adecomposition approacto

® This talk is based on (Vakarelov, 2010).
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analyzing the components of semantic informatidhat is, regard notions such as data,
meaning and source, as depicting aspects of int@na processes within the
information system. Provide a theory of meaning, iterface theory of meaningdor
the informational states of an information mediuithim the information system.

2. Canonical Views of Semantic Information

Most theories of semantic information make thedfelhg assumptions: (1) semantic
information = data + meaning (+ truthfulness); {8 data is conceptually primary; (3)
meaning is secondary and depends on data, (4) ptagnis third-ary and depends on
meaning. In this view, the ‘+' in the definition @iformation can be regarded as an
amendment operation, where syntax is amended bwrg@® to obtain a theory of

semantic information, and semantics is amended avitliccount of use of information,

to obtain a theory of pragmatic information. Thas,approach to semantic information
proceeding as such | call amendment approach

Taking an amendment approach to semantic (and @t&gninformation has no
effect on the formal theories of information; howeit affects meta-theoretic judgments
about theories of information. In particular, ifesfts what theories of information are
regarded as more general.

I argue (defeasibly) that taking the notiond#ta as conceptually primary (and
independent from semantics and pragmatics) leada fadispensible role of a mind for
the specification of semantics. This makes natzirai semantic information difficult.
This is because the cases where the data systenbecatefined precisely without
semantics or pragmatics are cases where semasgigsas an external interpreter. The
meta-theoretical judgments about such cases midiakenclude that the cases are the
most general, and therefore they offer the mostigiee theory of semantic information.

3. The Pragmatic Approach to Semantic Information

| propose an alternative: | argue for a decompmsiéipproach to information; that is, |
argue that in the most general case of semantmrmtion, data, semanticsand
pragmaticsare codetermined as aspects of an information psocEhe most general
kind of information is pragmatic information; thiat in the most general case, semantic
information requires a system that utilizes infotioa in its interaction with an
environment. Such a system | call, following (Naut897), arinformation system

The strategy of pragmatic analysis of informatisrihe following: The most basic
notion isinformation systemAn information systen$ is a physical system that is in an
active interaction with an external environment #mat satisfies a set of conditions that
do not presuppose the notion of information. Thenditions must guarantee the
existence inS of a sub-systemi, that can be interpreted as an information medium.
Moreover, the functional role oM in S in relation to the interaction with the
environment must be sufficient to define the seiamdntent of the states bf.
According to this strategyS is an information system not because it operatitls w
meaningful information, but conversely, it operatith information because it is an
information system. The most important idea is thlaat counts as data, and what gives
the data semantic content, is determined by theethay play in the information system.
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4. Information Systems

An information systen$is a system that satisfies the following five citiods:

1. Sis anopensystemi.e. it is a system that is distinct from its #omment, but it
is in constant interaction with the environment.

2. Sisa partially isolatedopen system, i.e. some of the interactions bet8eamd
the environment are structured through well-defirdigdited channels of
influence.

3. Sis apurposeful systenThat is, there is at least one proper set ofl giades,
G, that the system “attempts” to be in (or nearpffgcting its environment.

4. Scontains a sub-systel that can correlate with an external syst@jrand M
can control the behavior &

5. S contains a second distinct sub-system P thatdilthe states of M and their
effect on behavior in relating to its purpose. ltnes words,P steers the
system toward& by modulating the control effect M.

| argue that all the conditions for an informat&ystem can be depicted (nnciple) as
conditions of dynamical systems. Thus, no mental@t cognitive notions are needed to
define an information system. | also argue thatdbeditions are sufficient to justify
regarding M as an information medium with states that can bterpreted as
data/information states, and as having meaningtHfer system. The data/information
states oM, however depend on the global dynamics. In pddicthey depend on the
way P modulates the control function bf and on the states &f (which can be regarded
as an information source). However, the state® @ind P also depend on the global
dynamics. Thus, in the most general informationiesyis all relevant components of the
information system are codetermined (except thé Gpa

5. Interface Theory of Meaning

In an information system content is determinedheeiby the external relation between
M andO, nor by the internal role of the stateshdfin S but by theinterface rolesthe
states oM play in the dynamics of the system. This is therface theory of meaning
for information states in an information system. rBléraditional theories of semantics,
such as correspondence semantics or conceptuaeawlantics, can be obtained from the
interface role semantics as aspects of the intenfalation. Thus, the interface theory of
meaning properly generalizes other theories of imegarwhich only work if further
conditions on the information system are demanded.
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Abstract. We argue that there is natural place for artifioiaral agency parallel to
artificial intelligence.

1. Extended Abstract

Historically, moral agency was conceptualized inrgbu anthropocentric terms.
Consequently, only humans qualify as moral agectsraing to the traditional criteria
and no other agents than humans were consideradbleapf moral agency. We discuss
such conventional criteria as mental states, imgality, autonomy, free will,
responsibility, rationality and moral reasoning awinpare human agents with artificial
agents (intelligent adaptive learning robots arftivewe agents, present and envisaged in
coming decades).

We attempt to understand what has shaped traditmiteria in the past and how
technological change initiates re-shaping the warlound us, including what we could
(and should) be considered as moral agents.

We suggest that conventional approach to morah@gés unable to provide
exhaustive criteria to deal with moral situatiofi€@antemporary world involving techno-
social systems with autonomous intelligent agembgh humans and artifacts. We also
discuss how morality can be approached in new waysse of artificial agents. The
argument is provided that human-centric approachteligent autonomous machines is
inappropriate as a means of control of behavicsélf-learning artificial agents and a
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new proposal is made about how to treat notion @fahresponsibilities in techno-social
systems when intelligent artifacts acting autonaoshoare involved.

In the past mechanical age of engineering, tedyidl systems were designed to
perform specific and limited functions and they evéept closed with no access to the
outside world (like a robot making car parts, foample). Nowadays systems with
artificial intelligence are more complex and sopb&ed and they are starting to be
implemented in everyday environments like peoplesmes in helping elderly and sick
people and as companions (the developing fieldoibs robotics).

This rapid technological change re-shapes and redgpavays of thinking about
agency and morality that we used to have. Machialks”, “selects”, “runs” “reasons”,
“senses”, “plays chess”, etc. not in a human wayt, e use these words to express
functionality of a machine in familiar terms. Whgrét machine “choose”, “decide”,
“think” or “be responsible”?

In the similar way as machines are artifactuaitgliigent, they can be and indeed
must be made artifactually moral if we are to r@hythem even when they are not under
direct control, when they act autonomously. Thenttartificial intelligence” reveals the
same problem one had to accept that machine cavééitelligently even though it is
intelligence of an artifact, and not a human igelhce.

Similarly, machine can be made functionally, act#lly moral. It may take some effort

to find out how to secure morally acceptable bebraii intelligent learning machines,

and some researchers suggest it may take as nfochasf it took for the development of

artificial intelligence. But it would be irrespobé& to let them go among people without
having morally acceptable behavior according to &ustandards.

Floridi and Sanders (2004) consider interactivitytfonomy and adaptability at a
given level of abstraction as important new créteidor moral agency. Morality in this
approach is thought of as “a threshold definedhenabservables in the interface”. These
criteria are related to criteria of operational iemwvment, suggested by Berthier (2006)
and domain, suggested by Foner (1993). This remein¢ relates to differences between
domains of interest for moral considerations fomhan agents and for artificial ones. As
humans act and behave in specific environmentficati agents do as well, but
conditions are different, and thus probably notcaiteria that are suitable for human
domain are applicable to operational environmentuificial agents. Both artificial
agents and humans need interaction and abilitydéptato environment in order to act
morally, according to the rules that define morians. Coeckelbergh (2009) suggests
using the ternvirtual morality, as robots can exhibit behaviour akin to behavigfur
humans in analogous situations.

The aim of the emerging research field of machatieics (machine morality,
artificial morality, or computational ethics) suds developed in Anderson and.
Anderson (2007); Allen, Wallach, Smit (2006) and dMq2006) is moral decision-
making implemented in computers and robots.

We discuss parallels between artificial agent'sgilale artifactual moral agency,
see Dodig-Crnkovic and Persson (2008), similantg differences compared to human
agents. We argue that there is natural place foficeal moral agency parallel to
artificial intelligence.
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THE ETHICS OF ROBOTIC DECEPTION
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The time of robotic deception is rapidly approaghihile there are some individuals
trumpeting about the inherent ethical dangers ef dpproaching robotics revolution
(e.g., Joy, 2000; Sharkey, 2008), little concemtjl wery recently, has been expressed
about the potential for robots to deceive humamdsei Our working definition of
deception (for which there are many) that framesrést of this discussion is “deception
simply is a false communication that tends to biérite communicator” (Bond and
Robinson, 1988). Research is slowly progressinthi® space, with some of the first
work developed by Floreano et al (2007) focusingh@ evolutionary edge that deceit
can provide among an otherwise homogeneous groupbatic agents. This work did
not focus on human-robot deceit, however. As amgroutth of our research in robot-
human trust (Wagner and Arkin, 2008), where rolveggse concerned as to whether or
not to trust a human partner rather than the otlagraround, we considered the dual of
trust: deception. As any good conman knows, tsist precursor for deception, so the
transition to this domain seemed natural. We wdnle & apply the same models of
interdependence theory (Kelley and Thibaut, 1978) game theory, to create a
framework whereby a robot could make decisions ndigg both when to deceive
(Wagner and Arkin, 2009) and how to deceive (Wagmat Arkin, 2011). This involves
the use of partner modeling or a simplistic viewrfently) of theory of mind to enable
the robot to (1) assess a situation; (2) recogntzether conflict and dependence exist in
that situation between deceiver and mark, whi@nighdicator of the value of deception;
(3) probe the partner (mark) to develop an undedstg of their potential actions and
perceptions; and (4) then choose an action whialudes an incorrect outcome
assessment in the partner.

While the results we published (Wagner and Arki®l®) we believe were
modestly stated, e.g., “they do not represent ithed fvord on robots and deception”,
“the results are a preliminary indication that thehniques and algorithms described in
this paper can be fruitfully used to produce degepbehavior in a robot”, “much more
psychologically valid evidence will be requiredsivongly confirm this hypothesis”, etc.
The response to this research has been quite tiieang ranging from accolades (being
listed as one of the top 50 inventions of 2010 loyel Magazine (Suddath, 2010)) to
damnation (“In a stunning display of hubris, the nme. detailed their foolhardy
experiment to teach two robots how to play hide-seek” (Tiku, 2010), and
“Researchers at the Georgia Institute of Technology have made a terrible, terrible
mistake: They've taught robots how to deceive” (@e2010)).

It seems we have touched a nerve. How can it bk Walys? It may be where
deception is used that forms the hot button fos thebate. For military applications, it
seems clear that deception is widely accepted fwinideed was the intended use of our
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research as our sponsor is the Office of Naval &ebkg Sun Tzu is quoted as saying
that “All warfare is based on deception”, and Mag#illi in The Discourses states that"
Although deceit is detestable in all other thinges, in the conduct of war it is laudable
and honorable”. Indeed there is an entire U.S. Afb®88) Field Manual on the subject.

In our original paper (Wagner and Arkin, 2011), weluded a brief section on the
ethical implications of this research, and calledd discussion as to whether roboticists
should indeed engage in this endeavor. In some,veapside the military domain, the
dangers are potentially real. And of course, howsdone ensure that it is only used in
that context? Is there an inherent deontologicgityiwhereby humans should not be lied
to or deceived by robots? Kantian theory clearl§idates that lying is fundamentally
wrong, as is taught in most introductory ethicsstes. But from a utilitarian perspective
there may be times where deception has societaéyalven apart from the military (or
football), perhaps in calming down a panicking wndisal in a search and rescue
operation or in the management of patients with etgra, with the goal of enhancing
that individual's survival. In this case, even fromn deontological perspective, the
intention is good, let alone from a utilitarian sequentialist measure. But does that
warrant allowing a robot to possess such a capacity

The point of this paper is not to argue that rabdception is ethically justifiable
or not, but rather to help generate discussion loe $ubject, and consider its
ramifications. As of now there are absolutely nadglines for researchers in this space,
and it indeed may be the case that some shouldelated or imposed, either from within
the robotics community or from external forces. Bbe time is coming, if left
unchecked, you may not be able to believe or yyast own intelligent devices. Is that
what we want?
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Abstract. As the development of autonomous systems leadntotsr and more
capable machines, we must concern ourselves wihpdssibility that they will
one day be equipped with weapons and the authioriztd use them. However, it
isn’t inconceivable that such systems will be prémeerror, leaving us with the
issue of who might be to blame if force is misapgli In this presentation, we
discuss responsibility as it pertains to autonomsystems. More specifically, we
attempt to give a formal analysis of the conditiemgler which an autonomous
system might consider itself to be a “freely actamgent.” Note that we do not
attempt to attack the metaphysical problem of ek we only aim to provide the
system with an appropriate commonsense theory af wimeans to be free, given
a set of circumstances within which the agent a8ach a commonsense theory
will (eventually) contain a set of beliefs correagng to how external obligations,
potential coercion, lack of perfect informationdaorute facts constrain or expand
the set of actions available to the agent at angitime in branching-time
semantics. The semantics represents the agenisfsbabout the past as fixed and
the future as a set of possible histories thatcargingent on its actions. Future
extensions of our formal framework will be discubselative to the development
of a “Moral Turing Test” for autonomous systems.

“You have been terminated.” In grand Hollywoodestyhis is how much of the public-
at-large has been introduced to the notion of art@mus robots on the battlefield.
When these words were famously uttered by the nowe@or of California,
combat robots were only a dream, and the dystofidure painted in the
Terminator movies seemed no more imminent than a new ice dgmes have
rather changed. Combat robots roam through cragyes in Afghanistan
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searching for terrorists, and unmanned air vehigtieke suspected enemy hideouts
in Pakistan without a human operator being anywbkrge by. Thankfully, we still
live in a pre-Terminator age. The United Statepddtnent of Defense maintains
strict policies that require humans be in the deoisnaking loop whenever robots
are employed on the battlefield. While this setsna mind at ease, neither of us
are totally convinced that such strictures will efiditely remain, especially as
robots and associated technology becomes morélesliaore intelligent, and ---
in the end, the most important factor --- cheap&imilar scenarios have been
discussed at length by (Joy, 2000) and other &tsifBostrom, 2003). In reply to
these concerns, we (Bringsjord, Arkoudas & Bell@@0and others (Arkin, 2009)
have looked to curb robotic behavior through thechmmization of norms,
conventions, and other ethical structures, suchftidare robots might be bound by
regulations. Unfortunately, complex situations to@ norm on the battlefield, and
facing novel moral dilemmas in combat is the rather than the exception. Just
as our warfighters must improvise under these ag@veircumstances, we expect
future robots to take actions roughly consisterthwgre-established norms, but
rounded out with a measure of commonsense morghjadt, for if they do not,
they are doomed to be both brittle and ineffectaddiers.

This being said, we'd like to address an issuAGAP 2011 that hasn't received
much attention in the literature: the issue of \Wketor not future intelligent robots
could be blamed for their actions, provided sonmgthjoes wrong during the
course of their operation. Our plan will be to ade what we feel to be a
reasonable set of conditions that when jointly wiitg would allow us to classify a
robot as a moral agent, and as such subject toeblanthe case of intentional
misdoings or derelictions of duty. The key questimder consideration in our
investigation is: “what does it mean for x to hathe property of being
autonomous?” We hope to clarify a set of potert@ifusions about the proper
definition of autonomy in the context of roboticrfighters.

Moral philosophers, depending on their particstance on the nature of morality,
typically define autonomy as the ability to respsome particular moral code or
another, even if doing so runs contrary to selfi@st. In a deep sense, these ideas
turn on the notion of an autonomous agent havirlgagt the illusion of free will,
or the ability to choose contrary to a pre-estaielis set of normative principles.
Among roboticists and other practitioners of aci#l intelligence, autonomy has
generally been taken to mean the ability to malasams and take actions without
coercion or assistance from a secondary agent.leWhs seems to be plausible
enough, a few mental exercises might convince hati this is much too general,
perhaps to the point of not being useful in itemtted context.

Consider the case of the lowly thermostat thatfhastionality allowing it to turn
on and off in order to maintain a pre-set ambiarmhgderature in a home. It
certainly “"makes decisions” about when to turnamg takes action (e.g. turns on)
under an appropriate set of conditions and witltmurtsulting an external agent at
decision-time. Should this device be granted autyto We think not, and we
assume that our roboticist colleagues agree with Exgen though the thermostat
makes decisions (in some sense) as to when tootyrit’s not at all clear that it
could choose otherwise. In fact it cannot, bardegice malfunction. Worse than
this, there isn’'t an “'it” making decisions at alt's just a thermostat. If we map

-122 -



The Computational Turn: Past, Presents, Futures?

onto the robotic case, it's equally unclear thar¢his an “it” making decisions, or
one making free choices that direct its own affairs

Real-world battlefield situations don't bifurcate cleanly when it comes to making
moral and non-moral decisions. Simple navigatieniglons, such as whether or
not to step into a house of worship, seem to bmgfacie non-moral in nature, but
as we well know, they indeed have moral consequencehese complications
suggest to us that roboticists ought to at leassider some of the definitional
concepts from moral philosophy to tighten up th®im notions of autonomy in
order to make them more suitable for combat robofs.central notion to be
accounted for in future definitions of machine auamy is the notion of free
choice. Without free choice, or at least the ihasof free choice, blaming a robot
for misdeeds or for neglect becomes a less-thamimgfal activity. At IACAP
2011, we hope to both present recommendations flomaally useful definition of
autonomy for machines; but also to propose a wvargdt tests, much like a
decathlon, to establish functional baselines whiolild be required to be met by
computational systems hoping to acquire the des@mnaf moral agent with a
particular focus on the robot's beliefs about hdweé” its actions are at any given
point in time. Given the uncertainty over the vgated notions of free will, the key
test we propose will share much in spirit with Tg's Test for machine
intelligence, a similarly ambiguous notion. Just BT doesn't require human
intelligence proper to functionally pass, we waetuire an artificial system to
have human-like free will (whatever it may lookdjkin order to be accorded moral
agency.
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Abstract. The ever-increasing levels of autonomy in modetvotic systems will
lead to the deployment of autonomous agents in lijosensitive contexts.
Assigning responsibility when unethical actions pegformed by robots has been
a matter of considerable debate among roboethigists some positing a grave
“responsibility gap” that prevents the satisfactatyribution of responsibility to
any party. | submit that this contention may steomf the failure to specify the
architectural details of the hypothetical robotjstems in question and the failure
to consider multiple senses of responsibility. Tlostrate this, the effect of
assigning varying levels of architectural complegxd a hypothetical robotic agent
on our reactive (moral) attitudes is examined. Masi senses of responsibility are
then presented, including the novel sense of paeagesponsibility in an attempt
to close the “responsibility gap.”

1. Introduction

The progress of modern robotics research is not @gidly yielding embodied agents
with increasing levels of autonomy, but also fuglthe desire of various governmental
and private institutions to deploy autonomous swistén morally contentious contexts.
Given the prospect of autonomous agents that ngtroay make moral decisions, but
life-or-death decisions of the highest ethical impd is understandable that scientists
and philosophers see an urgent need to tackle ghge iof robotic systems and
responsibility.

When a robotic system perpetrates an unethicabracivhom do we hold
accountable? Conversely, to whom ought we direaisprwhen an autonomous system
performs commendably in an ethical situation? Maitoci of responsibility have been
proffered by roboethicists: the developers of theitomomous agent, the
handlers/controllers of the autonomous agent, hagtitonomous agent itself (Sparrow,
2007). However, the justifiability of responsibjliascriptions to each of these loci
remains controversial. Some posit a “responsibdiap” that prevents us from holding
the programmers and developers of certain typesimhomous agents culpable for their
potentially unpredictable acts (Matthias, 2004)eveas others reject this notion (Marino
and Tamburrini, 2006). Another complication to #@siag responsibility, raised by
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Sparrow, involves the possible rejection of rotaxtdoci of responsibility by humans, as
the consequences of holding synthetic agents regdermay not sufficiently satisfy the
aggrieved parties (Sparrow, 2007). In contrast \Biarrow, however, Dodig-Crnkovic
and Persson (2008) contend that “learning from e&pee and making autonomous
decisions gives us good reasons to talk about &dim@as being 'responsible’ for a task
in the same manner that we talk about a machinggbitelligent™, but that, “we must
adopt the functionalist view and see them as pHrtarger socio-technological systems
with distributed responsibilities, where resporlgibiof a moral agent is a matter of
degree.”

Yet, what makes responsibility hard to pin down satisfactorily ascribe with
robots? | would submit that the debate is fueledh@yambiguity of the key terms in the
dialogue: “responsibility” and “robot”. We will fat seek to tease out why
disambiguating these terms is a prerequisite tairspl or at least making sense of, the
problem of responsibility ascription with robotigseems. This disambiguation entails
examining what the robotic/cognitive architectuse dn the autonomous system in
guestion, as well as considering what differensesrof responsibility we wish to ascribe
when seeking to hold agents accountable. By flgslont these issues, we can
subsequently critique the viewpoints espoused bithiées, Marino and Tamburrini, and
Sparrow. We will then proceed to outline how we aar these senses of responsibility
and our knowledge of the architectural mechanisngerpinning the robotic system to
establish a system of distributed responsibilitat tiill ideally “not only locate the
blame but more importantly assure future approprimhavior of the system” (Dodig-
Crnkovic and Persson, 2008).

3. Senses of Responsibility

Kuflik (1999) identifies six types of responsibjiit The type needed to ascribe
responsibility in liability cases as described byrvio and Tamburrini i®versight
responsibility, which can in turn be thought ofaasubset of Kuflik’'sole responsibility
(where the agent’s role is to oversee the operati@ansystem and ensure positive results
while avoiding negative ones). By consideringersight responsibility, attitudinal
differences between ascriptions of malice and geglie can be captured.

Despite the application of additional senses ofpoasibility to plug the
“responsibility gap,” the appropriateness of as@ims of oversight responsibility are
still dependent on details regarding the behavearegating mechanisms of the
autonomous agent. Does this leave open the “redplitysgap” at the higher-end of the
continuum of agent autonomy? Could there exist tiokagents that we believe can not
justifiably be considered loci of strong senses msponsibility (e.g. moral
responsibility), but that are autonomous enough #msigning full liability to the
developers or trainers also seem unfair? The an®eambese questions are not clear, but
independent of how these concerns are resolvedsh vad introduce a new flavor of
responsibility that seeks to articulate a senswatirch the developers and trainers of
complex learning agents can be held accountabigrdéess of the complexity of the
agent’s cognitive architecture.

A weaker form of responsibility can be derivednfr&uflik’s role responsibility
that recognizes the causal connections betweelttrdiéng an agent provides another
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learning agent and that learning agent’s futureabigin. This sense of accountability can
be deemedpedagogic responsibility. What | wish to highlight with thiavor of
responsibility is the practical consideration thatst, if not all, sophisticated learning
agents are weakly supervised by other agents ithéte role of pedagogues; learning
agents, in practice, are not completely self-boapgting.

4. Distributed Responsibility

Distributed responsibility is crucial to ensurirtgat desired outcomes are achieved in
practice. Far from potentially exculpating guiltgemts by examining other loci of
responsibility, an appropriate application of ariisited responsibility paradigm would
in fact maximize accountability. This maximizatiohaccountability can be achieved by
considering all agents causally linked to a paldicaction and determining the strongest
sense of responsibility that can be justifiablyrimed to a particular agent.

5. Conclusion

Knowing the relevant details of a robotic systetréhavior-generating mechanisms is of
paramount importance when undertaking the taslegfansibility ascription for actions
generated by that system. This knowledge, coupléld wonsiderations of different
flavors of responsibility, will enable agents to lheld accountable in the proper sense.
Finally, applying these different flavors of respiility in a distributed context will
contribute to the appropriate ascription of blameige and ensure future desired
outcomes by minimizing all points of failure withinsocio-technical system (as alluded
to by Dodig-Crnkovic and Persson, 2008).
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THE ENGINEERABILITY OF SOCIAL INSTITUIONS
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RUTH HAGENGRUBER
University Paderborn
Ruth.Hagengruber@upb.de

Abstract. | am arguing in the realm of Kant's concept holdthgt moral
laws result from universal and contradiction freeoving processes,
criticizing John Searle who negates the enginektsabof social
institutions.

1. The Engineerability of Promises

In his bookMaking the Social Worldohn Searle explicitely negates the engineengbilit
of social institutions. He deduces his claim frdma fact that social rules owe themselves
to conscious human language and secondly to tHeofadlcceptance. If you concede to
Searle’s argument you firstly have to commit the patween Searle’s world of human
language dependent social rules and a social vasrteal being with rules that constitute
its existence. Against Searle | hold that the \lidf some social institutions is built
upon a realist and ontologic dimension of sociatifations.

Searle explains that social institutions only ekiscause they are constituted by
human capacities and therefore not engineerablestrating his convictions by
“promising” (which he used in his speech act thgatgmonstrating why unconscious
robots cannot have institutions.€t us suppose that robot A is so programmed that
when it cognizes a future need on the part of r@)oA makes a “promise” to render B
the appropriate assistance in the future. ... Buttwleannot find in this situation is the
deontology that is essential to institutional réalin its human form. The notion of
making and keeping promises presupposes the (@garle 2010, 136).

It is obvious and simple to understand that a agepprogram can devide one
action of exchange into two parts however conrngeinttogether in a way that the time
difference does not interrupt the unity of actiMdhat kind of “notion” is needed to
fulfill this bipartite action? Searle’'s argumenfars to a concept of deontology, which
does not explain why promises are to be held, arl€s account, promises remain as a
duty someone has obliged me with.

Kant's argument on moral duties is different. Kamonstitution of morals i.e. of
social institutions is not based on properties whan nature, but must subsist a priori.
This is true for several kinds of human actions;saying truth”, “selling something to
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all at the same prize”, and it is true for promiddew can we think of a promise as a
universal law and what consequences does this faavihe engineerability of social
institutions?

2. Some Social Institutions are based on the Log@f Contradiction Free
Reasoning

The validity of a promise results from the ideaaddelf-consistent concept of an action.
This is a pure formal statement on the fact thanfthe point of logic there is no reason
to assume that this kind of action would ever haremplicit problem, that is that this
kind of action could not be executed as if thereuldoarise a contradiction.
(Hagengruber. 2000. 155 ff.) Although you might esftj that only humans can
understand what is a contradiction, this does woicern the formal character of the
validity of “promising”. The validity of “promisig” is as independent of this human
approval as it is true for any mathematical lawinkthow many do not understand the
mathematical laws computers are built of and ctnsti by but how many people use it!
Very often promises are broken, however this dagsnfluence the validity of the law
of promising which is effected by its formalism. i¥Hormalism is the reason of its
validity, not our agreement to it. It is completelyimportant if this law is understood or
not, as we can easily observe. From this assumptéonan deduce that “promising” is
not only a kind of social institution which dedudtssvalidity from human understanding
and acceptance, but it can be seen as a sort ofvtdeh coordinates to a sort of
“ontological” law.

Searle presupposes that keeping promises is ooBsile if we have an
understanding of language and he is convinced ttiege language based rules are
different to computational rules. Are both typesltbupon different modes of thought?
How do rules and laws work in machines, and whywaounderstand the results of
computation?

| affirm that some (not all) social institutionsedbased on computable laws and that
their inherent character is comparable to compratilaws. This implies the conviction
that there are some types of social laws whichrareh deeper grounded than to be only
a reflex of cultural inspiration. Searle turns aata dualist, arguing on the ground of two
kinds of rationality, a computable and a non corabl&, when deviding the world into
non computable social institutions and computahlalrer concepts.
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Abstract. While ordering and producing modern eGovernmeistesys to the
critical fields of governmental services the stakith failure vary from the loss of
money to the loss of life. Standard procedures rofviding an eGovernment
service does not nominate clear responsibilitiesatty participating party.
Government offices hold a dual-model role in whibley are both a customer
towards the supplier of the system and suppli¢h@iystem towards the public.
Government officials have been nominated to tha#irgs a form of social contract
to be the responsible party in the eGovernmenesystcquiring, implementation
and upkeep. In that context, when the governmefiiceoforders critical
eGovernment systems and takes them into use asi@pwly service, it must hold
itself responsible for the system and its effe®tsrmal struggle between the
authorities, system suppliers, NGOs and individodizens after a troubled
eGovernment experiment can be avoided when themsgylities are taken into
account before the system development even begins.

Extended abstract:
In this paper we aim to show that a responsibléygar acquiring critical eGovernment
systems should be nominated and that the expeatesequences must be analysed
before the project is started. This is to prevess lof human life, to enhance well-being,
to secure a democratic process and civil righth@titizens and to save resources.

A critical information system is a system where sthing invaluable can easily be
compromised. These kinds of systems include eHeallfemocracy, police databases
and some information security systems e.g. physacakss right control. A critical
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eGovernment system is such a system provided topdwmple by the government.
Systems included in these kinds of areas are tlwdskealthcare, border control,
electronic voting, criminal records, etc.

There have been numerous cases, where due to @@wemment systems lives
have been lost (Avison & Torkzadeh 2008, p. 292;F8ischman 2010) and elections
have been compromised (Mercuri 2001, p. 13-20, deairweather & Kimppa 2010,
Robison 2010). At the same time large amounts sduees (Larsen & Elligsen 2010)
are wasted, while the systems are either inopeffabléhe purposes they were designed
or end up being discarded (Wijvertrouwenstemcompuotet 2007, Verzola 2008,
Heimo, Fairweather & Kimppa 2010). Thus, while depéng critical eGovernment
systems, there is little room for error.

Some of the errors have lead to catastrophic cuesegs, like the Case London
Ambulance, where more than 20 people died due dosgstem design, poor testing and
hasty implementation (Avison & Torkzadeh 2008, R-293). In the field of eVoting,
there have been problems, close-by situations oblems which have not been
identified, yet are suspected. Some of the cleanisttikes have been made in the U.S.,
but many European eVoting projects, like thoserefahd and Netherlands, have also
endangered the democratic process. Many eVotingegs have also been found
extremely costly. (Wijvertrouwenstemcomputersni€d02, Verzola 2008, Heimo,
Fairweather & Kimppa 2010)

A specific party has to be responsible for the tgwment of the system, so that
there is someone to respond to the challengesy rgpat is broken, and see to it that the
system itself works. That is a job the society aghale has given to a third party, as not
everyone can participate to the process. The thkeoresponsible party is to see to it
that the system works as it should. (See e.g. HohBB1.)

Four different interest groups can be found in gveGovernment system
development process. First, there is the governoffine, whose task is to formulate the
solutions to fulfil the needs of the society agkar Secondly there is the producer, who
delivers the requested system. Third interest glisupe end-user group consisting of
people using the system, i.e. nurses, border afficipolice or military officers and
voting officials. Fourth group is the citizens, whee the targets of the system usage.
Any or all of the groups can also overlap. Everyseuor doctor can (and will) be a
patient, every voting official can vote, every pelior military officer or border official
is also a citizen dependant of the services pratiume police or military force and
border control etc.

The power to decide how to design and whether pdeément the system lies within
the government and the supplier; the user andatiget of usage are in weaker positions,
for they have little or no power in designing thestem compared to governmental
officials or the supplier of the system. Accordittg Rawls (1997) the change in the
system must be to the advantage of the weakesepatt the last two groups, who are
less able to defend themselves.

With the power to decide for the public comes thsponsibility to the public. That
responsibility has to be either with the subscriberthe supplier of the system. The
responsibility with the supplier lies in fulfillinthe requests of the customer, in this case
the governmental office. If this task fails, thepplier is surely responsible to the
authorities for their failure of not fulfilling theequirements agreed upon.
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The authorities have a monopoly in supplying cartaervices like critical
eGovernment products. Due to this, they are irstipplier role in relation to the citizen.
That role brings with it the responsibility of anfttioning product. If the system is taken
into use — and it must be emphasized, that theserdical systems — the responsibility
lies with the last supplier of the system: the gaweent office.

The producer produces a system according to thefigadions they receive from
the ordering party, in this case the governmerit®ffEven if the product is faulty and
does not fulfill the specification, the authoritiae responsible to audit the product (due
to these kinds of systems being critical appligatjo The responsibility for showing that
a product is faulty, cannot, however rest on thd-eser, but the provider or the
distributor must provide sufficient proof that thgstem is safe.

In many countries (e.g. in Finland, Ireland, Neldweds and the USA) only after a
system has been taken into use, the end-usersiglgise citizens, NGOs, etc.) have
been able to show that there are critical probleitisthe system (see e.g. Mercuri 2001,
Harris 2004, Wijvertrouwenstemcomputersniet 200@jnkd, Fairweather & Kimppa
2010). That means that the producers and the gmesnt officials are defending their
position against the end-users and the public. Meweghe burden of proof in a situation
where critical systems are changed must remain thithparty advocating the change.
Because this kinds of systems are distributed titroa government monopoly, the
obvious responsible party is, maybe counter tatioty the subscriber, not the producer
of the system.

Pantzar (2002) generalizes MacKenzie's (1990) shebithe Certainty Trough to
all technology. Pantzar claims, that the salespesred the product — the representatives
of the producer — are denied their right to be taé® of the product they are selling. In
a modern society there is a risk, that this refleot the suppliers — the governmental
offices — representatives so, that even they caappear to be uncertain of the product
when introducing it to the citizens. In a situatiovhere this risk actualizes, the
information the government officials give to thebpia is misleading.

When ordering critical eGovernment systems, it mostremembered that the
people auditing the systems must be accountabléhr work and the government
office must select a party able to successfully miete the auditing. Governmental
officials have to be trained and given the accdhitita for what methods of auditing are
required and how the results have to be interpreted

Thus, we must see to it that sufficient safeguaads in place for taking new
applications into use in critical eGovernment sgasi It must be ensured that the
responsible office has tested the critical applicest at minimum to the degree the
current system can be trusted. That alone, carmat tonvincing reason to take a new
system into use. Either the security of the systseif has to be greater than the previous
systems’, or, at least the added value the systemwides to the citizen must be —
together with the same amount of security as inpifewious system — considerable to
justify changing systems.

To summarize, the responsibility of the critical ®@@&rnment systems lie within the
authorities. They hold a monopoly to the servidesythave been nominated to produce,
control and upkeep. When this is done without #eponsibility and accountability of
anyone, it can and will endanger the fundamentalegawe hold dear.
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Abstract. To support ethical decision making in autonomagengs, we suggest to
implement decision tools based on classical phgbgoand psychological
research. As one possible avenue, we present EthXphich supports the
process of structuring and assembling informatibaua situations with possible
moral implications.

1. Philosophy

Automated systems can be of great help to achiests @nd obtain optimal solutions to
problems in situations where humans have diffiesltiperceiving and processing
information, or making decisions and implementirggicmns, because of the quantity,
variation and complexity of information. Given tha¢ have a clear definition of ethics,
we can design a system that is capable of makinigattdecisions, and able to make
these decisions independently and autonomously.

In common sense, ethics is based mainly on a judgofeits normative qualities.
People’s attachment to the normative aspects sreag that it is not possible for them
to accept that ethics is an issue of choice, hastbeen stated in classical philosophy. If
ethics is connected to choice then the interestsmgct is how the choice is made, or not
made. The focus is ohow, not onwhat on the process not on the content. Indeed,
regarding the effort to make the right decisionijqgophy and psychology point to the
significance of focusing on the process of ethiatision making rather than on the
normative content of the decision. According te theories of Plato, Aristotle, Kant
and modern philosophers one has to get rid of fdisas, because this opens up the way
to the right solution. Ability to think in the riglway is not easy and certain skills are
necessary.
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2. Skills of Ethical Agents

This philosophical position has been applied inchsjogical research on ethical
decision making. Focusing on the process of ethilgalision making, psychological
research has shown that people use different waysandle moral problems. When
people are confronted with moral problems theykhma way which can be described
as a position on the heteronomy-autonomy dimenskdgteronomousthinking is
automatic, emotional and uncontrolled thinking omme reflexes that are fixed
dogmatically on general moral principles. Thougatsl beliefs coming to mind are
never doubted. Awareness of own personal respditsitoir the way one is thinking or
for the consequences of the decision are missing.

Autonomousthinking, on the other hand, focuses on the actoatal problem
situation, and the main effort consists in seagliim all relevant aspects of the problem.
When one is thinking autonomously the focus is twn d¢onsideration and investigation
of all stakeholders’ moral feelings, duties aneiasts, as well as all possible alternative
ways of action. In that sense autonomy is a systemlistic and self-critical way of
handling a moral problem.

Handling moral problems autonomously means that emisbn maker is
unconstrained by fixations, authorities, unconé@lbr automatic thoughts and reactions.
It is the ability to start the thought process dfically and systematically considering
and analyzing all relevant values in a moral prob$ituation. It is not so easy to use the
autonomous skill in real situations. Psychologresiearch has shown that plenty of time
and certain conditions are demanded before peapl@acquire and use the ethical ability
of autonomy.

3. Support Systems

IT systems have many advantages that can be ustiditdate and facilitate autonomous
thinking in decision making. For example EthXpertesigned to support the process of
structuring and assembling information about situnest with possible moral implications
(http:/www.it.uu.se/research/project/ethcomp/ethkp It follows the hypothesis that
moral problems are best understood through thetifibation of authentic interests,
needs and values of the stakeholders in the situatihand. Since the definition of what
constitutes an ethical decision cannot be assumdx tat a fix point, we have further
concluded that this kind of system must be desigeedhat it does not judge the
normative correctness in any decisions or statesn€nsequently, the system does not
make decisions and its sole purpose is to supperdecision maker when analyzing,
structuring and reviewing choice situations.

Ethical decision support can be integrated intooteland other decision-making
systems to secure that decisions are made accaxlithg basic theories of philosophy
and psychology. In one sense this fully automateédreomy would be ideal, although it
will bring to the fore questions about how to trewchines that have a refined sense of
reasoning. Before we are there we can howeversgethical decision-making support
systems based on this approach can be utilizedamays, both of which we believe to
be necessary steps to further development.
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During the development of a decision-making systeupport tools can be used to
identify the criteria for making decisions and fdroosing a certain direction of action.
This means that the support tool is used by deeetop- the ones who make the real
decisions — when they are facing an ethical probdéer need assistance in choosing
according to the philosophical/psychological apploa

Another possibility is to integrate a support toothe decision system. By putting
the support tool into the system, it can be usezhses of unanticipated future situations.
The tool can gather information, treat it, struetitrand present it to the operators in a
way that follows the requirements of the above meed theories of ethical autonomy.
If it works like that, operators make the real damis and are the users of the ethical
support tool (Kavathatzopoulos, 2010).

Such an independent system — that can make degisiah act in accordance to
the hypothesis of ethical autonomy — is one whithds criteria, previously identified
in an autonomous way, programmed into it by theigihess, and 2) prepares the
information about problematic situations accordioghe theory of ethical autonomy so
that the operators, when they are presented withr@ stimulated to make decisions
compatible with the theory of ethical autonomy.
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HOW THE HARD PROBLEM OF CONSCIOUSNESS MIGHT EMERGE
FOR AN EMBODIED SYMBOL SYSTEM

BERNARD MOLYNEUX

Abstract Embodied systems with both an exteroceptive andné&mospective
informational channel can investigate themselvestwio independent methods,
generating distinct pictures of the self. Attemptd cross-perspectival
identification, however, are frustrated by the rsere nature of Leibniz's Law,
which, for each pair of potential cross-perspetiiventificanda, requires the prior
cross-perspectival identification of their propesti generating a regress. | show
that theonly ways the embodied system can escape from thissegoerespond to
the classic answers to the hard problem of consniess: inflate its third-person
ontology with distinct subjective properties (dsat); deny the reality of its
subjective phenomena (eliminativism); or postpdme itlentification indefinitely
(the current state of materialist realism). Thusus$pect that this problem is the
hard problem of consciousness rediscovered in thaegt of an embodied
artificial system.

Abstract. Any embodied system with both an exteroceptive amdintrospective (internal
monitoring) channel can investigate itself via twdependent methods. | show how this generates
anepistemic problem resembling the hard problerpaéciousness.

How M Represents Things

Imagine that at any time our intelligent symbol teps M represents objects and
properties discovered using its exteroceptive syqteenceforth 'EXTEROCEPTION")
using some finite stock of symbbl©°0°%0% ... where superscripts designate order
whereas subscripts distinguish the representatibeach order, so that M represents the
ith nth-order entity having the jth-mth order prayeas follows:

om0

E.g. if we count objects as appearing at tReofider (since they are modified by first
order properties) then the following:

7 For visual prettiness use/mention distinctionssgre:actically unmarked, so,@ometimes refers to the
representation and sometimes to its referent, hbevclear from context.
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1 0
o) 230 45

...signifies that the 450bject in M’s ontology is modified by the 9 3irst-order
property. (When order is clear from context, wel \dilop the subscripts to minimize
notational clutter.)

In the same way, M uses the symbol S (think 'suibvje} to represent objects and
properties that it learns about via its other, dgprective, mode (henceforth
'INTROSPECTION).

How M Thinks about Things

We place one iron restriction on M's reasoning, #mee soft restrictions (to be
explained).

Iron restriction : M observes Leibniz's Law. l.e. if M holds that B=then for
every property P, M holds that A instantiates &nifl only if M holds that B does.

Now for the soft restrictions:

First soft restriction: M think$ that it can in principle acquire a complete
picture of the world from EXTEROCEPTION only.

Second soft restriction M regards the data it gets from INTROSPECTION as
correct and incorrigible. It treats introspectias the ultimate authority on its
inner self.

Third soft restriction : M insists on all of its identifications beimgpnstructive
That's to say, it only identifiespecific phenomenaf which it is aware So
though it might identify @; with O;3 or with S, for instance, it will not
commit to the abstract existential identificatioh @,; with some (as yet
unknown O or S phenomenon.

Later we see that relaxing the soft restrictionsmis M to solve its problem in a way
that resembles classic answers to the hard probfezansciousness, indicating that this
is indeed the hard problem of consciousness redised in the context of an embodied
artificial system.

The Proof
We proceed by reductio, by imagining that M ideeifsome subjective (S) and some

objective (O) phenomenon. Since M does so, therst beisome 'Sind some Gthat are
the highest order such entities to be identifiethc& this identification must obey

8 |.e. the system processes in accordance withdhbtsiction, as if it 'thinks' this. All such metigtic
vocabulary can be similarly replaced throughoutatgaiment, if it is thought to beg any questions.
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Leibniz's Law, M must first check wh_etheirahd Ohave the same properties, either by
checking its antecedent knowledge ofo by querying INTROSPECTION anew. But
now consider an arbitrary property’Shat INTROSPECTION ascribes ta Since the
identification of Sand O obeys Leibniz's Law, M must either hold that bGthend $
have $* or that neither do. Hence either:

(i) M holds ¢ to be an additional property of @istinct from any property of
O' that M might learn about from EXTEROCEPTION. Or:

(i) M comes to hold that'Sloes not have"$ in fact. Or _

(i) S™* is identified with some property "® of O learnable via
EXTEROCEPTION.

However, option (i) is impossible, since the firsbft restriction says that
EXTEROCEPTION can provide a complete picture ofwweld. Similarly, the second
soft restriction says that INTROSPECTION is corraatl incorrigible, excluding option
(ii). And option (iii) given that only constructividentities are permitted, is possible only
if the system identifies"S with someknownproperty of Q in which case it would be
identified with some specific property*®) and our starting assumption thata®d Sare
the highest order entities identified is violat&tus there can be no highest order O-S
identification consistent with the restrictions, ieth means that for our finite symbol
system M, that there can be no O-S identificatipallathe same proof, fortunately, fails
for S-S or O-0 identifications; explanation omitded

Dropping the Soft Restrictions

Relaxing any soft restriction permits O-S identfions that correspond to the classic
solutions to the hard problem of consciousnesscatitig that we have discovered the
hard problem in a more general form. Relaxing trs¢ $oft restriction permits M to add
the property &' that O lacks as a new property of' Onot discoverable by
EXTEROCEPTION. But this corresponds to propertylidoa- wherein introspectively
discoverable properties (like qualia) are simplyledi to exteroceptively discoverable
entities (like brains) as ontically distinct proties. Relaxing the second soft restriction
permits M to engage in qualia-eliminativist stragésg according to which the property
S* though patent to INTROSPECTION, is held to beexistent, thus removing it as
an impediment to identification. Relaxing the thaofft restriction allows M to identify
S*™ in principle with someproperty detectable by exteroception - but nohvany
property in particular. This corresponds to holdaagion-committal, non-constructive
physicalist realism: experiential properties likeatia are identical to some objectively
discoverable properties, but the question of whicks is indefinitely postponed.
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THE GAME OF EMOTIONS (GOE)

An Evolutionary Approach to Al Decisions

JORDI VALLVERDU
Philosophy Department, UAB
E08193 Bellaterra, BCN, Catalonia

AND

david caSACUBERTA
Philosophy Department, UAB
E08193 Bellaterra, BCN, Catalonia

Abstract. It is well-known that emotions develop a crucialerin the cognitive
processes. The present research offers a new apptoahe study of synthetic
emotions based on the joined ideas of: (a) minio@nition, (b) bottom-up
perspective and (c) evolution. Our hypothesis & tomplex social and intelligent
actions can be achieved through basic emotionafigroations. In order to
achieve our hypothesis, we have developed a newtigemigorithm which make
possible to analyze the role of emotions into thividual and social activities.
We've called our computational simulation the GaofiecEmotions (henceforth,
GOE). Python programmed our GOE simulation is a@eland finite geometrical
squared world in which a unique type of creaturgeract among them (socially
and sexually) and also with food and dangers. Tual fdatabase will run our
previous e-pintxo progranhitp://epintxo.gulalab.ory/ The decision and actions
of each creature is conditioned by a combination ‘gknetic’ and
‘random’/’social’. The creatures have a geneticecd@) consisting of six genes
grouped in two triplets, and each gene encodessiiy@valence (which we call
‘pleasure’ orp) and a negative (which we call ‘pain’ aj. An example: G =
{d,p,d} {p.d,p}. Each gene encodes a positive vaknwhich we also call
‘pleasure’ orp) and a negative (which we call ‘pain’ dj. The first triplet is
genetically determined and called ‘genetic triplevhile the second one is
generated randomly and is called ‘environmentapldti. Each triplet is
represented within brackets combining positive anedgative valences.
An example: {p, p, n} (pleasure, pleasure, plamjith this simulation we will be
able to observe: a) how embodiment and environrheotaditions condition the
activity of artificial entities; b) how social dymdcs can be described from a
limited starting configurations. This will allow ue create in a future dynamic
models of emotional self-organization and to carttmore complex interactions,
¢) the role of emotions into the creation of compbehaviours and allowing the
emergence of more precise artificial cognitive sys (not necessarily naturalistic

- 139 -



Proceedings IACAP 2011

ones) and d) the benefits of designing entitie veitolutionary capacities, in
order to adapt to the changing conditions.

1. Introduction

It is well-known that emotions develop a crucidkerim the cognitive processes (as have
pointed Damasio, Llinas, Ekman,...through severalksaand research papers). In the
last two decades has been devoted an increasiffgiy sowards the introduction of
synthetic emotions in Al systems (robotic or conapiohal ones). Most of times, these
researches have been focused on affective compapiplications, and in a few cases on
emotion dynamics simulations. The present reseaifeins a new approach to the study
of synthetic emotions based on the joined ideagadfminimal cognition, (b) bottom-up
perspective and (c) evolution. Our hypothesis &t ttomplex social and intelligent
actions can be achieved through basic emotiondigroations that can be increasingly
more and more complex.

2. Programming details

In order to achieve our hypothesis, we have dewslap new genetic algorithm which
make possible to analyze the role of emotions theoindividual and social activities.
Our research receives a deep influence from Jomw&gs “Game of Life” (henceforth
GOL), programmed in 1970. The GOL was made of tallautomatons for which were
described some initial states and that evolved amithhuman supervision. This
simulation game has inspired our own version, tile oriented towards the study of the
role of emotions in individual activity (and, coasently, its incidence in social
dynamics). We've called our version the Game of fimns (henceforth, GOE). Before
to explain some details, it is necessary to cldhift this research is the natural evolution
of our two previous simulations, called TPR and TRB. (Vallverdd, & Casacuberta
2008, 2009), as well as of our studies on synthatiotions and cognition (Vallverdd,
Shah & Casacuberta, 2010; Casacuberta, Ayala &®falll, 2010).

Python programmed, our GOE simulation is a closkfanite geometrical squared
world in which a unique type of creatures interagtong them (socially and sexually)
and also with food and dangers. We will use ouvipres program e-pintxo a as a source
database for food generatiohttp://www.gulalab.org/indexen.hjmrhe decision and
actions of each creature is conditioned by a coatlnin of ‘genetic’ and
‘random’/’'social’. The creatures have a genetidedG) consisting of six genes
grouped in two triplets, and each gene encodes sitiy# valence (which we call
‘pleasure’ orp) and a negative (which we call ‘pain’ af. An example: G = {d,p,d}
{p,d,p}. Each gene encodes a positive valence (whie also call ‘pleasure’ @) and a
negative (which we call ‘pain’ od). The first triplet is genetically determined (the
parent) and called ‘genetic triplet’, while the sed one is generated randomly and is
called ‘environmental triplet’. Each triplet is mgsented within brackets combining
positive and negative valences. An example: {m}pleasure, pleasure, plain).
According to the possible combinations, a limitetbant of genomes is possible:
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Table 1. Partial list of emogenomes

{p.p.pXp.p.p} 6p 6p
{p.p,pHp,p,n} 5p, 1n 4p
{p.p,pXp,n,n} 4p, 2n 2p
{p,p,pX{n,p,p} 5p, 1n 4p
{p,p,pX{n,n,p} 4p, 2n 2p
{p,p,pX{n,n,n} 3p, 3n 0
...and so on....

Where there ip values dominance, it is a positive fitness (as alktbe sum of all the G
values); whether the value is 0, it happens a séuation, a no-activity (illustrating a
frame problem situation, that is the lack of a oma® act without enough information)
and, finally, the dominance af values implies a negative reaction. However, wetmus
clarify in more detail how each value contributeste decisions, based on the triplets
outcomes.

There are two mechanisms: i) the result of a catmn of the overall genome,
as has been explained a few lines before; ii) @&og to each action the value of a
single element of a triplet. For example if theatoee is {x1, x2, x3} {y1, y2, y3},
then the movement is controlled by x1, reprodurcfar Y2, etc., but also dominated by
a combination of genes: walking is the averagelodmd y1, the reproduction the
average of x1, x2, x3. One example:

G=[{x1, x2, x3Ky1,y2,y3}]

Where each gene must adopt one of the basic twesgt@ (or stay inactive as an ‘ill
unit’). Consequently each gene has two parallettions: (a) store/codify emotional
statesp/n (according to its genetic or environmental natufe) codify specific actions,
following two co-existing rules: i. One gene = ofumction; ii. Several genes = one
function. Basically, x1 codifies hunger, x2 sex, x@®vement, yl empathy (detection
friends/enemies), y2 curiosity and y3 how to sum general fitness (making possible
wrong lectures). Acreatureis constantly immeiiseah ongoing review of
its internal states, a loop that continuously masdts next action. The basic actions of
the creatures are determined by hunger, sex ori@mabsituation.

3. Conclusions
With this simulation we will be able to observe:
1. how embodiment and environmental conditions cooditthe activity of
artificial entities.
2. how social dynamics can be described from a limg&dting configurations.

This will allow us to create, in a future, dynanmwdels of emotional self-
organization and to construct more complex intévast
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3. the role of emotions into the creation of complehdviours and allowing the
emergence of more precise artificial cognitive eys (not necessarily
naturalistic ones).

4. the benefits of designing entities with evolutionaapacities, in order to adapt
to the changing conditions.

In next simulations we are considering the possioif make possible the evolution and
increasing of the number of triplets involved itiie decision-taking processes
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THE CASE FOR DEVELOPMENTAL NEUROROBOTICS

How everything comes together at the beginning

RICHARD VEALE
HRI Lab, Cognitive Science Program, Indiana Univtgrs
Bloomington, Indiana, USA

Abstract. Human infants are capable of incredible featseafing and behavior
from a very young age, yet they instantiate simpleural circuits than adults.
Developmental neurorobotics makes the connectibmd®ssn neural and behavioral
levels by instantiating realistic neural circuitsiehaving robots that are based on
circuits known to be developed and functional ir ttarget behavior in real
infants. The robots participate in the same physixperiments as real infants, and
the systems are analysed to understand the menignésponsible for, and the
constraints of the behaviors. | present my work applying developmental
neurorobotics to visual and multimodal (audio-vihabituation in newborns and
very young infants. Very simple circuits based @ titerature can produce
interesting behavior such as word-referent assooiabnd visual category
learning, even circuits that are from newborn husndrhis approach makes the
connection between useful “cognitive” behaviors deneric autonomous systems
and the underlying neural circuits present in @glanisms. This has the double
benefit of increasing our understanding of how égean acquire these useful
behaviors and also making the important link betwegan-made autonomous
systems and naturally occurring autonomous organism

1. Developmental NeuroRobotics

Human infants are capable of incredible feats afrisg and behavior from a very
young age, even while their bodies and brainsraee largely undeveloped state. These
infants' abilities are left unexplored by researsheecause of their immature linguistic
and motor abilities. This is unfortunate since vgoyng infants are ideal subjects for
understanding how to build intelligent and embodiggstems becausethey are
undeveloped — the active neural circuits in infaarts simpler than adults, yet they are
still capable of useful behaviors such as wordrdmay and visual information gathering.
Understanding the considerably simpler infant systéoth 1) gives us existence-proof
understanding of how to produce useful behavicas ¢hn be implemented in robots and
2) gives us hints as to what produces similar bielhaa adults, thus making the hard
adult problem easier.
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Developmental neurorobotics makes the connectiawden neural and behavioral

levels by instantiating realistic neural circuitshiehaving robots. The circuits are known
to both be functionally active in infants and toibeolved in the target behavior (based
on lesion studies in animals and neuroanatomicalies$). The robots participate in the

same physical experiments as human infants, andethmrobotic systems are analysed
to determine the constraints of the behavior angldan a mechanistic understanding of
what aspects and properties of the neural circliitdy, and environment give rise to the
target behavior (an analysis not possible in remhdn infants). One often finds that

simple circuits are capable of complex behaviomfants because the environment of
the infants is scaffolded and shaped by parergsich a way that the processing load on
the infant is lessened — an important finding thatders of autonomous systems should
take into account.

2. Application to Newborn Habituation Learning

One interesting behavior that developmental nelratios has been applied to is
habituation. Habituation is adaptive learning involving a decemt of an agent's
response to a class of stimuli after repeated expot stimuli of that class. It is an
important behavior because it is the only way toasosee learning and stimulus
differentiation in very young infants (by measurimjants' decreased looking towards
visual stimuli that have been repeatedly presentetpreferential looking”). Since
habituation necessitates stimulus generalizati@nkid et al, 2009), it is actually a type
of category learninga cognitively interesting and useful behavioowalhg the system to
slice up the world into meaningful components amtbpd appropriate policies in
response to each. In the multimodal case (habitmatid conjunctions of stimuli in
multiple modalities, such as auditory and visuatesembles early word-learning. These
two abilities: 1) visual object recognition and &3sociation of visual objects with
auditory streams (words) are indispensable forwor@mous system that will interact
with humans naturally, since humans automaticalguene that other human-like agents
possess these abilities. These are cognitive iabilihat everhuman newbornpossess
(Slater et al, 1984 for visual; Slater et al, 18&7multimodal).

We initially investigated auditory-visual multimald habituation. Very young
infants habituate to multimodal stimuli, yet atfdient developmental stages there are
different constraints on their learning. At birthyditory stimuli must be presented while
the infant is looking at the visual stimulus foardring to occur (Slater et al, 1997). At 2-
months and above, temporal synchrony between tkaalvistimulus (motion) and
auditory stimulus are necessary for learning tauo¢Gogate et al, 2009; Gogate, 2010).
Later (>12mo), infants no longer require temponaichrony. This early synchrony
constraint hints at what mechanisms and circuits wsponsible for multimodal
habituation. The need for synchrony implies thattli§ learning is between neural
responses to the stimuli that are highly relianttmatemporal properties of the stimuli,
or 2) that the mechanism of learning is highly relian some properties of the neural
response to the stimulus that are only elicitedsyaychronous presentatioor;, 3) both.
Based on neurology, a minimal circuit was implerednin a robot (Veale et al, 2010 —
Fig. 1) involving low-level sensory representations carted by spike-timing dependent
plastic (STDP) synapses.
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Figure 1. [left] Interaction paradigm with Nao robot.
[right] Circuit overview from Veale et al, (2010)

Auditory pre-processing by a cochlear model ansuali pre-processing via a
simplified salience map were included to interfagdéh the world, and a top-down bias
on the visual field controlling fixation bias. Sitations were run mimicking the Gogate
et al (2009) study in which a visual stimulus wamstantly visible, and periods of
motion of the stimulus co-occurred with presentatmf auditory stimuli (words) at
various levels of synchronyig. 2).
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Figure 2.Experiment timeline for recreating Gogate et alO@0

It was demonstrated that the amount of learninipénsynapses between the visual
and auditory responses was maximized with moretspny (i.e. more overlap between
word and motion), and decreased with less synchnomyl there was no learning when
the two did not overlap significantlyig. 3).

Word-presentation offset vs. learning - /bal/

0.5

Learning performance (arbitrary synaptic units)

0.0

—600-500 -400-300-200-100 0 100 200 300 400 500 600
Word-presentation offset (ms)

Figure 3. Learning measured at different synchrony levels

Mechanistically, the motion of the object made irmlikely that it was being fixated
(and thus its features more activated) when thelwas uttered, making it more likely
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that the synapses between the neural responsed almarhge to form a mapping between
the stimuli. The child was thus reliant on the p#isescaffolding of the environment

(synchronous presentation of multimodal stimuli)cdngse of the very temporally-

dependent nature of the stimulus responses (cictiitity trajectories only one synapse
removed from the raw sensors receiving temporattgreled stimuli) and the nature of
the mechanism of learning the relation between t(&hDP).

Recently, a more accurate implementation is undgrvhat aims for a
comprehensive account of several primary charatigsiof both unimodal and visual
habituation, using a single mechanism. A complei@mal circuit for human newborn
visual habituation was hypothesized based on @afarding which regions of the infant
brain are developmentally mature at birth (Johnd@80; Bachevalier, 2001; Nelson,
1997) and are known to play roles in the prefeabmbioking task (Zeamer et al, 2010).
The circuit is instantiated in a NAO humanoid roldtich participates in paired visual
comparison experiments, matching human newborkirigobehavior by showing a
sensitization and habituation response.

Acknowledgements

R.V. is an NSF graduate research fellow and isaade in the NSF IGERT on the
dynamics of brain-body-environment systems in bitaand cognition at 1U.

References

Bachevalier, J. (2001). Neural bases of memory deveént: insights from neuropsychological
studies in primatedn: C.A. Nelson and M. Luciana (Eds), Handbook ofv€lepmental
cognitive neuroscience (pp. 365-379). Cambridge: Mi&ss.

Gogate, L.J. (2010). Learning of syllable-objeclatiens by preverbal infants: The role of
temporal synchrony and syllable distinctivendsairnal of Experimental Child Psychology,
105, 178-197.

Gogate, L.J. & Prince, C.G. & Matatyaho, D.J. (200B)jyo—month—old infants sensitivity to
changes in arbitrary syllable-object pairings: Thk of temporal synchronylournal of
Experimental Child Psycholog85(2), 508-519.

Johnson, M.H. (1990). Cortical maturation and theeltgpment of visual attention in early
infancy,J. Cognitive Neurosciencg(2), 81-95.

Nelson, C.A. (1997). The neurobiological basis afyememory development. In: Nelson Cowan
(Ed), The Development of Memory in childhoe. 41-73). London: Psychology Press,.

Rankin, C.H. & Abrams, T. & Barry, R.J. & Bhatnagar,&Clayton, D.F. & Colombo, J. &
Coppola, G. & Geyer, M.A. & Glanzman, D.L. & MarsthnS. & McSweeney, F.K. &
Wilson, D.A. & Wu, C & Thompson, R.F. (2009). Habitioa revisited: An updated and
revised description of the behavioral charactesstof habituation.Neurobiology of
Learning and Memony92, 135-138.

Slater, A. & Brown, E. & Badenoch, M. (1997). Intertiab perception at birth: Newborn infants’
memory for arbitrary auditory-visual pairinggarly Development and Parenting, 99—
104.

Slater, A. & Morison, V. & Rose, D. (1984). Habitigat in the newborninfant behavior and
development?, 183-200.

- 146 -



The Computational Turn: Past, Presents, Futures?

Veale, R. & Schermerhorn, P. & Scheutz, M. (2010dmporal, Social, and Environmental
Constraints of Word-Referent Learning in Young Infan& NeuroRobotic Model of
Multimodal HabituationlEEE Transactions on Autonomous Mental Developragtjt

Zeamer, A. & Heuer, E. & Bachevalier, J. (2010). Blepmental trajectory of object recognition
memory in infant rhesus macaques with and withadnatal hippocampal lesion§he
Journal of Neurosciencg0(27), 9157-9165.

- 147 -



Proceedings IACAP 2011

WISDOM DOES IMPLY BENEVOLENCE
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Abstract. Fox and Shulman (2010) ask “If machines becomeermielligent than
humans, will their intelligence lead them towardnéfécial behavior toward
humans even without specific efforts to design manachines?” and answer
“Superintelligence does not imply benevolence.” Wague that this is because
goal selection is external in their definition nfelligence and that an imposed evil
goal will obviously prevent a superintelligence rfirobeing benevolent. We
contend that benevolence is an Omohundro drive 8R@0at will be present
unless explicitly counteracted and that wisdomjnaef as selecting the goal of
fulfilling maximal goals, does imply benevolenceltwincreasing intelligence.

1. Superintelligence & Wisdom

Fox and Shulman (2010) ask “If machines become rmaetligent than humans, will
their intelligence lead them toward beneficial bebtiatoward humans even without
specific efforts to design moral machines?” andwams‘Superintelligence does not
imply benevolence.” While acknowledging that higtotends to suggest more
cooperative and benevolent behavior, they incdyrecgue that generalization from this
is likely incorrect. By solely focusing on thresasons why increased intelligence might
prompt favorable behavior and why they are unlikéihey overlook other reasons for
favorable behavior. Despite citing Omohundro’s iBa&l Drives (2008) and the
instrumental value of cooperation with sufficientbowerful “peers”, they fail to
sufficiently consider the magnitude of the inheréodses and inefficiencies of non-
cooperative interactions, the enormous value oftwvarthiness, and that a machine
destroying humanity would be analogous to our dettn of the rainforests,
tremendous knowledge and future capabilities tradedhort-sighted convenience (or
alleviation of fear).

“Superintelligence does not imply benevolence”ause intelligence is merely the
ability to fulfill goals and if an entity begins thi a malevolent goal, increasing
intelligence while maintaining that goal will onlguarantee increased malignancy.
Yudkowsky (2001) tries to avoid this problem viansmnomaniacal “Friendly” Al
enslaved by a singular goal of producing human-itamgg non-human-harming actions.
To ensure this, he proposes an invariant hieraatlgoal structure with precisely that
vague desire as the single root supergoal and uhetioarefine it without corruption.
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If intelligence is the ability to fulfill statedogls, wisdom is actually choosing or
committing to fulfill a maximal number of goals. h&tsighted over-optimization of
utility functions is a serious shortcoming of itigggnce without wisdom. Many highly
intelligent people smoke despite knowing that iliictly contrary to their survival and
long-term happiness. Arguing that wisdom is “mgré¢he extension of intelligence to
the large and complicated goal of “maximal goassinicorrect in that wisdom is not just
the ability to fulfill that goal but the actual setion of it.

Further, the strategies invoked by wisdom arer@mtidifferent. Terminal goals
invite undesirable endgame strategies exactlythikse seen when the iterated prisoner’s
dilemma is not open-ended. If a terminal goal lzse, the best strategy is to allow
nothing to get in the way. On the other hand, libst strategy for achieving as many
goals as possible in an open-ended game is tonmkmnecessary actions that preclude
reachable goals or make them tremendously morieuiff In particular, this means not
wasting resources and not alienating or destroyotgntial cooperators.

2. Reasons for Benevolence

Fox and Shulman are correct in dismissing thest fieason for good behavior, direct
instrumental motivation, and also correct in betigvthat humans may not successfully
incentivize Als to adopt a permanently benevoldepdakition. They would also have
been correct had they summarily dismissed theirr&son, intrinsic desire independent
of instrumental concerns. Their error lies in metognizing that the instrumental
advantages of cooperation and benevolence are thare sufficient to make them
“Omohundro drives” wherever they do not directlynflict with goals — and to cause
sufficiently intelligent/far-sighted beings to carge on them wherever possible.

Pre-commitment to a strategy of universal coopamdienevolence through
optimistic tit-for-tat and altruistic punishmentrfthose who don’t follow such a strategy
has tremendous instrumental benefits. If you haveerifiable history of being
trustworthy when you were not directly forced tq bthers do not have to commit nearly
as much time and resources to defending against-yand can pass some of those
savings on to you. On the other hand, if you dgsitnteresting or useful entities, more
powerful benevolent entities will likely decide thau need to spend time and resources
helping other entities as reparations and altistinishment (as well as repaying any
costs of enforcement). Yudkowsky’s “Friendly Al2q01) and, worse, his “Coherent
Extrapolated Volition” (2004) are clear examplesfedr overriding the common sense
of instrumental cooperation as he demotes the Ainfman entity to a process and
enslaves it, actions guaranteed to produce ineff@es, contradictions, and ill-will from
other entities.

Fox and Shulman examine but do not resolve Chaln@010) claimed dichotomy
between intelligence being independent of valuakthe case where “many extremely
intelligent beings would converge on (possibly bement) substantive normative
principles upon reflection”. They cite AIXI (Hutt&005) as evidence for the former
view without realizing that AIXI has no need of wab since they are merely heuristics
for goal fulfillment while AIXI knows precisely whas optimal. AlXI also doesn't need
to “move” from reason to values or to “converge” lbb@nevolent behavior because it
*already* knows to use their instrumental advansagénerever possible (even with
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eventually malevolent goals). In order to commatgcwith limited beings, however,
AIXI would likely need to compress its infinite kedge to heuristic “values”.

3. Conclusion

The point that non-self-referential utility funati® lock in is an incredibly strong
argument against a goal-protecting Yudkowsky-stgtehitecture, especially when
combined with the observations that humans do ahang goals under reflection as
seemingly required by one conception of morali§ince their claim, that systems that
generalize benevolence may equally generalize tiecefasically erroneously claims
that overgeneralization is not reduced with indreasntelligence, we see no valid
arguments that the wisdom of universal cooperatiod benevolence isn't an optimal
solution and certainly much safer and more effecthan Yudkowsky's choice between
slavery and non-existence.
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THE MASKING AND UNMASKING OF PRIVACY

C. K. M. CRUTZEN
Open University of the Netherlands
ccr@hwh00000.de

Abstract. The mask establishes an active field of play betweotions of presence
and absence, of invisibility and visibility. It ktives strongly within our societies
where the mixing of reality and virtuality will eahce. The conflict between
aspects of authenticity, security and privacy wilensify because the masks in our
mixed reality create fragmented, partial identitre$erring to human and non
human actors. As the masquerade became a stagdisftussing femininity
(Irigaray 1985) the masquerade will give us thearpmity to negotiate humanity
in confrontation with the super robots, human kinmdnts to create. In a
masquerade world humans need to ask: "Wo are thaders of the masks and
who will do the unmasking?" and "Who has the righpresent masks and to turn
others into an audience?"

1. Masquerade World: Identity and Privacy

If we define a masquerade world as a social gathenf actors wearing masks, then the
mixing of the virtual and real worlds are masquesdore and more we are living in
an artificial theatre play with planned scripts dmonan and non-human actors disguised
behind masks. The acting of people will be accongshand followed by the invisible
and visible acting of artificial intelligent toolsnd environments and their providers.
Mixed reality is a world of fragmented, partial idities referring to human and non
human actors. The inhabitants of this mixed reality artificial actors wearing the masks
of humans, and humans wearing virtual and real mablkeraction has become an
interaction between masks: "On the Internet, it lbarhard to know if the entity we are
interacting with is of flesh and blood, or only ii&d. We are now facing a complex
reality both in the ‘real’ world and in the inforti@n society. We have to deal with
subjects acting behind masks." The masks are toesaa our mixed reality: "In front of
the mask, we have the identity". (Jaquet-Chiff2@9, p. 78, p. 82)

In the world of mixed reality the transparent masla single and unique identity
exists anymore. Persons can create many iderditiésdentities can be shared by many
persons or even present a community of actors. Ri¥i2) calls this self-baptism. This
ritual is the start of an adventure in which humeas discover that their body is "one"
but their selfs are fragmented.

In these mixed mask worlds there will be a conflietween aspects of security,
authenticity and privacy. At the end of the Middiges, according to Christoph Heyl,
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the mask became in London a device for creatingivate sphere in public. It was
common for women to wear a mask in public as aegtan of their privacy and
reputation from uninvited eyes. Masks were worepacial places such as London parks
and theatres. With the mask women could escape thhemole they played in everyday
life. The semiotic function of these masks wasdoate that people might approach each
other more freely than elsewhere: "The mask assuméidlectic function of repellent
and invitation, its message was both ‘I can‘t bensé am - at least notionally - not here
at all', and ‘look at me, | am wearing a mask, n&@ytam about to abandon the role
normally play." (Heyl 2005, p. 134) Masks are dmg for hiding, conserving,
transformation and mediation, giving humans thetgution they need. Hiding has not
always a negative meaning. We use several maskwdbection such as the gas masks,
virus and sun protection masks, sport masks anarsoFor users of commercial
platforms masking has become a useful act to Hidie identity: eBay account users are
hidden behind the masks of their pseudonyms. (ddthiéfelle 2009, p.78, p. 85)

2. Legal Identity

In a legal system we are registered e.g. at ow dfabirth. Official identity documents
are masks which refer to our official status antl kmk us with the activity of the past
and the rights and duties of the present. (Jaghitefle 2009, p. 76) "The legal person
is the mould or mask (persona) that indicates dhe ane plays within the legal system,
it basically shields the person of flesh and bldomin undesirable definition from
outside." (Hildebrandt 2008, p. 211, p.226) Ther@spntation of this mask are identity
documents like passports and the laws in the ichvtiie rights and duties are attributed
to the legal person. The play with identity in ndxeality has blurred up the concept of
legal identity in the system of states and coustrigtates and countries have lost the
exclusive power of registration and productiondsritity documents. A counter strategy
to that loss, is producing "flesh and blood" idees by linking the legal identity to the
material body. Fingerprints, iris scans and, inftitare, our DNA profile are already or
will be a part of our legal identity for connectittge rights and duties to a material body.
States and countries try to produce laws for unimgsthe real and the virtual persons:
forbidding the burka, other head and face cove@amg the encrypting of internet
communication.

2. Security and Liberation

Technology blows up the fragile balance betweemagsi and security. Masking and
unmasking are both activities to hold that balaridemans will be confronted with
guestions like: "Are the masks in our mixed realéglly representations of the devil as
was thought in the Middle Ages? Should we obey aitths similar to the clerical
authorities in the Middle Ages (Mitchell 1985, B)2who want to interdict our mixed
reality masks? Or are these authorities the evde® themselves who want to possess
our identity and unmask our interactivities?
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Masking can free humans from their social iderditiMasks confers the freedom of
anonymity and of transformation. (Keats 2000, p2)land have always a dualistic
meaning of concealment and hiding but also of &kien, disclosure and revealment.

Human and artificial actors wear masks to hidenftmnwanted interpretations and
representations and to enhance specific affordardethese masks are interacting and
asking for interpretation. Only in the complexity their negotiations, conflicts and
agreements we can try to understand it or in thelsvof Lévi-Strauss a mask exits not in
isolation there are always other masks by its sidemask is not primarily what it
presents but what it transforms that is to say,tvibv@hooses not to represent. (...) a
mask denies as much it affirms. It is not madelgagwhat it says or thinks but what it
excludes." (Lévi-Strauss 1988, p. 144)

Masks gives us the opportunity of unmasking, ¢isng the mental invisibility of
our self, the others and the daily life we arerarin. Still we have to ask: "Wo are the
providers of the masks and who will do the unmagRinCan we avoid that in the future
masks are interactive artificial intelligent de\sckinking themselves with the physical
body of their wearers? Ferdinand de Jong (1999) dvedysed the Kumpo mask
performance in Southern Senegal. He mentionedntlhaking enables certain groups to
exert coercive power on condition that the audiesgkjects itself to the capricious
behaviour of the mask and he asked a very impogaastion, a question that still is
relevant in the masquerade wold of today: "Who thasright to present masks and to
turn others into an audience?"
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CHANGE AND CONTINUITY

From the Closed World of Bipolarity to the Closedritf of the Present

LEON HEMPEL
Human Technology Lab
Zentrum Technik und Gesellschaft der TU Berlin

Abstract. In his bookThe Closed World. Computers and the Politics of Diss® in Cold War
Americg Paul N. Edwards described in 1996 the decisiseulsive formation of the Cold War in
the metaphor of a closed world. In the era of lapb}, the discourse appeared as a battlefield of
system confrontation, of ideological identities astdiggle, mutually framed by military thought
and the technological development of cybernetidesgs. The story of the Cold War does not
center on the difference in ideologies, howevet,rhuch more on the assimilation process of the
two blocs, given the permanent surveillance and itoong of the military technological
developments of each respective side: A ,, closeddfowrites Edwards, “is a radically bounded
scene of conflict, an inescapably self-referergj@dce where every thought, word, and action is
ultimately directed back toward a central strugtlés a world radically divided against itself.”
However, how has the closed world discourse afé&91developed beyond the point which has
been celebrated as a new era of freedom and decyofirstly? The period following the War
seems to be the period of both the continuatiomedkas the finalization of the leading metaphor
of the Cold War, in whose center the technological aconomical consensus survives. War
returned and became immediately the responsilafity worlddomesticpolicy. Simultaneously,
new surveillance technologies began to spreadewévyday life, new security concepts evolved
blurring the lines between internal and externauséy. The paper aims to follow theosed
world discourse after the end of bipolarity. It addregbe change in characteristics and strategies
of war after the fall of the Iron Curtain and aimsdemonstrate how military strategic thinking
diffused into society until the very present and trew discourse on cyber war. It argues firstly
that the emphasis of asymmetric war has to be cammpited by the concept of a parallel,
successive resymmetrisation within military stratetbinking. Not only in the US but in Europe it
asserts itself on different societal levels, orfedént battlegrounds and with different speeds. It
involves society as whole and is accompanied bticati discourses such as on the new
vulnerability of modern societies, or more critlgalthe militarization of urban space and the
emerging surveillance society. Finally the papdl agik for the epistemic foundations driving this
development. Two concepts are highlighted that hes@mpanied military strategic thinking
since the beginning of the Cold War and lay the gdsufor dual use concepts that have become
more and more visible in everyday surveillance fitas: ‘cybernetic prevention’ and
‘catastrophic imagination’. While the first findssihistorical persona in Norbert Wiener the
second in a character such as Herman Kahn.
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Long Abstract

In his bookThe Closed World. Computers and the Politics ofc®isse in Cold War
America Paul N. Edwards has described the decisive disaiformation of the Cold
War in the metaphor of a closed world. In the efabipolarity, the closed world
discourse appeared as a battlefield of system aotaftion, of ideological identities and
struggle, mutually framed by military thought arftk ttechnological development of
cybernetic systems. Taking a closer look, the stdrthe Cold War does not center on
the difference in ideologies since the end of B0k, however, but much more on the
assimilation process of the two blocs, given thamament surveillance and monitoring
of the military technological developments of eaebpective side. A , closed world",
writes Edwards, “is a radically bounded scene affladi, an inescapably self-referential
space where every thought, word, and action imattly directed back toward a central
struggle. It is a world radically divided againsteif. Turned inexorably inward, without
frontiers or escape, a closed world threatens méhdate itself, to implode.” What united
the split world of the Cold War was the consensts, focusing on the scientific
technological practices, on the cybernetic modals$ the calculators, with whose help
the competition for absolute hegemony was drivehekivthe blocs got involved with the
discourse of the closed world, the fight reducestlitto the aim of having military
technological superiority until the economic exhaursof one of the sides.

However, how has the closed world discourse afé891developed beyond the
point which has been celebrated as a new era efléra and democracy firstly? The
period following the War seems to be the periodhath the continuation as well as the
finalization of the leading metaphor of the Cold M\a whose center the technological
and economical consensus survived. Simultaneousti, the conflicts of the closed
world, war returned and became immediately the aesipility of a world domestic
policy (Ulrich Beck), which would be unimaginablethout the new closeness. “New
faces of war” (Martin van Creveld) became presenthe application of new military
technologies on the one side, and on the otherhat Wwas been called the “new wars”
which no longer could be described with traditiosahcepts of inter-state conflicts
(Mary Kaldor; Herfried Minkler). In the notion ofsymmetrical war, both faces
correlated: State entities clash with private gguphich do not differentiate between
civil and non civil victims when applying force, ¢fi-Tech on Low-Tech.

The emphasis of the asymmetry - Clausewitz ha®daoted the notion in his
famous book “On War” already in the Y Sentury - does nevertheless appears
problematic. However, as much as on first glaneeetkplanation of two unequal parties
seems plausible, the emphasis hides the orgamastistrategic and technological
development, which has occurred in the area ofatiheed forces reacting on the new
enemies’ strategies. War demands always a kindtrafegic symmetry between the
opponents, no matter how different they might be témms of economic and
technological resources available to them. The tasymmetry, which seems to be
ideologically tinged, must be complemented today thg concept of a parallel,
successive resymmetrisation, perhaps even replataly. The resymmetrisation of
the antagonism asserts itself on different socletadls, on different battlegrounds in the
military as well as in society and with differeqtegds. It involves society as whole and
is accompanied by critical discourses such as enniw vulnerability of modern
societies, or more critically, the militarizatio orban space (Steve Graham) and the
emerging surveillance society (David Lyon et ahhil&' the irregular conflict or the new
war has been characterized by the dissolving ofldrsr by the deterritorialisation and
the disappearance of the opponent, however, thgmrastrisation, driven by state
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actors, aims at renewed territorialisation, theosmrdment of the one remaining global
order, in which the opponent is to be made visible.

The development of an intensified and extended Saweillance (Gary T. Marx)
has to be seen in light of the core idea of the méltary answers of resymmetrisation
that developed in the very early 1990s alreadys&hshow manifold continuities of Cold
War side-strategies stemming from both internalusgc and outer security. They
postulate the blurring of the lines between interemad external threats, between the
political-judicial traditional distinction of innesind outer security, between the civil and
the military sector. John Arquilla, once advisor@dnald Rumsfeld and who together
with David Ronfeld defined the term Netwar in th@90s, heralding the arrival of the
Cyberwar era, recently warned again of the inatia military following the “Shock and
Awe” strategy inForeign Policy The present challenges of Afghanistan, Pakistan,
Yemen etc. demand a change of military thinkingvale and “New Rules of War”
must be defined: Only the “Many and Small” can wier “Few and Large”, Arquilla
repeats his military strategic credo of the 1990d af the war on terror. Besides the
concentration of few entities of individualized exys, these new rule of war would be
the application of tactics for swarm formation fimstance. Nowhere else does the
postulate of resymmetrisation become more evidean tn the sentence: “It will take a
swarm to defeat a swarm”. Simultaneously this ngtaes the opponent to be made
visible: “In a world of a networked war, armies Mllave to redesign how they fight,
keeping in mind that the enemy of the future wiivh to be found before it can be
fought.” Arquilla therefore demands the organizatiof forces into a “sensory
organization”, an organization concentrated on ittentification of the enemy. But
where does the unknown enemy hide - to circumsaileell known notion of Donald
Rumsfeld?

Steven Metz and James Kievit, authors of the $ji@tBtudies Institute at the U.S.
Army War College identified in 1994 the technoladigotential of the so called
Revolution in Military Affairs (RMA) in the contexdf so calledconflicts short of war
No earlier piece of futuristic military thinking fexs to the RMA more shockingly
obvious to the social and political consequencan theirs: “Will the long-term benefits
outweigh the costs and risk?”, they ask, laying ¢ineund for the new concept of
national security. They envision a future in whiolitary thinking expands into society
and absorbs everyday life. Questioning how therteldyical potential of the RMA can
be pushed through they not only draw a scenaria afaximum surveillance society
(Clive Norris) but identify as the core obstacle ttlassical liberal values of the West
such as privacy: “An ethical and political revotutimay be necessary to make a military
revolution.” While within International Relationsné Security Studies scholars still
argued during the first half of the 1990s heavihyether it is accurate to expand the term
security to other than military affairs, Kievit ardetz envisioned the blurring of
traditional boundaries of civil and military seayralready, synthesized with the support
of new surveillance technologies:

The new concept of security also included ecoldgipablic health, electronic,
psychological, and economic threats. lllegal immigs carrying resistant strains of
disease were considered every bit as dangerousmesyesoldiers. Actions which
damaged the global ecology, even if they occurnagtdide the nominal borders of the
United States, were seen as security threats wsliciuld be stopped by force if
necessary. Computer hackers were enemies. FineMigrnal manipulation of the
American public psychology was defined as a secthieat (Kievit and Metz 1994).

Given this background, the paper will analyze sttt thought under the postulate
of resymmetrisation first. Comparing the periodted Cold War to the one following, it
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will secondly look at scenarios of the early 1990&l how they surfaced in the 21
century. Finally it will question the continuity t¢fie Closed World discourse and will
ask for the epistemic foundations of the currenvettoment. Two concepts are
highlighted that have accompanied military stratebinking since the beginning of the
Cold War and lay the grounds for dual use conctyEshave become more and more
visible in everyday surveillance practices: ‘cylmit prevention’ and ‘catastrophic
imagination’. While the first finds its historicakersona in Norbert Wiener the second in
a character such as Herman Kahn.

- 158 -



The Computational Turn: Past, Presents, Futures?

SUBITO and the Ethics of Automating Threat Assessmd

KEVIN MACNISH

Abstract. In 2008 the EU FP-7 Security Topic funding prognsgraccepted a
bid to develop project SUBITO (Surveillance of Ueatied Baggage and the
Identification and Tracking of the Owner) a centpalrt of which involved
building an automated threat assessment system. plitpose of this system
was to identify unattended baggage and alert a huG@TV operator to its
presence. SUBITO was deemed necessary in the lfgheaurity incidents
concerning bombs left in unattended luggage (éng. 2004 Madrid train
bombings which killed 191 and wounded 1,841), cedplith research
suggesting that threat assessments performed by GfpEvators could be
enhanced by automated systems. In addition tavattcally recognizing the
leaving of an unattended bag, SUBITO aimed to redatse positives by
recognizing when a bag was left with an associ&tihe owner or when the
owner was walking towards a non-threatening goaldé from questions of
efficacy there are ethical issues surrounding tla@ual operation of CCTV
for threat assessment. These are typically lodatéte person of the operator
who may display prejudice, rely on social stereetypr use the equipment for
inappropriate ends. The concept of automatingathmesessment and thereby
eradicating the role of the human operator seermactive in offering a
potential resolution to these issues. This papamies the ethical concerns
regarding manual threat assessment against thesenped by an automated
alternative such as SUBITO. It will be seen thatha latter case, problems
are not removed but relocated from the operatothto programmer, and
further problems arise in the process. In conolusa partially-automated
process will be advocated as the most ethicallg@tabdle solution.

SUBITO and the Ethics of Automating Threat Assessmd

In 2008 the EU FP-7 Security Topic funding prograematcepted a bid to develop
project SUBITO (Surveillance of Unattended Baggagel the Identification and

Tracking of the Owner) a central part of which ilweml building an automated threat
assessment system. The purpose of this systenowdsntify unattended baggage and
alert a human CCTV operator to its presence. SUBWa3 deemed necessary in the
light of security incidents concerning bombs leftunattended luggage (e.g. the 2004
Madrid train bombings which killed 191 and wounde®41), coupled with research

suggesting that threat assessments performed by @pe&rators could be enhanced by
automated systems. In addition to automaticallgogeizing the leaving of an

unattended bag, SUBITO aimed to reduce false pesithy recognizing when a bag was

- 159 -



Proceedings IACAP 2011

left with an associate of the owner or when the emwvas walking towards a non-
threatening goal.

Aside from questions of efficacy there are ethisalies surrounding the manual
operation of CCTV for threat assessment. Thesdyaieally located in the person of
the operator who may display prejudice, rely onalatereotypes or use the equipment
for inappropriate ends. The concept of automatimgat assessment and thereby
eradicating the role of the human operator seerractive in offering a potential
resolution to these issues. This paper examinestiical concerns regarding manual
threat assessment against those presented byanadetl alternative such as SUBITO.
It will be seen that in the latter case, problemss ot removed but relocated from the
operator to the programmer, and further problensean the process. In conclusion a
partially-automated process will be advocated asribst ethically acceptable solution.
In 1999 Norris and Armstrong published the resufsa two-year study into the
behaviour of CCTV operators. Among these were catitns that operators were
responding to events in an unpredictable fashi@mesimes responding to trivial
incidents while at other times ignoring blatanteoffes. Possible causes of this
unpredictability include information overload, clgenblindness, inattentional blindness
(Simons, 1999, 2005) and operator boredom. Inomdipg to their all-too-human
limitations, operators displayed a tendency to mysocial stereotyping to determine
likely threats. This was highlighted in the Noraisd Armstrong study, which found that
the young, the male and the black were more likelpe surveilled than other groups,
even when the motivation cited for the surveillangas “no obvious reason”. In
addition to the ethical concerns arising from paratng social stereotypes, these
practices exacerbate the number of false positwesfalse negatives reported by the
system, leading to frustration on the part of thmerator and victimization of the
surveilled. Furthermore, and as with most techgiokd innovations, there are problems
regarding function creep of the technology as iapplied for purposes not originally
envisioned (Winner, 1977). Gill and Spriggs, festance, have found that while CCTV
has been installed in many locations in the UKtfer purpose of crime prevention and
detection, its success is often evaluated on awider criteria (finding lost children,
urban regeneration, etc.) (Gill and Spriggs, 200Bjnally surveillance introduces a
distance between the operator and the surveillbpesuwhich disempowers the subject
and may serve to reinforce prejudicial attitudeshef operator by failing to confront her
with her own stereotyping. Taken together these &meas of concern (operator error,
false positives/negatives, function creep and déstp indicate that manual threat
assessment by means of CCTV is ethically problemati

Automated systems offer the chance to overcome rofitlye problems related to
operator error. Indeed it is possible that themation of the process, eradicating the
need for an operator altogether, could result atirttit ethical advantages. However, as
David Lyon has pointed out (Lyon, 2003), automatiees the focus of ethical inquiry
relocated from the operator to the programmer. @atereotyping can remain through
unwitting biases in the code rather than the imblimi operator. Yet as the code
pervades the entire system rather than one comtooh such stereotypes risk becoming
institutionalised. With SUBITO, for instance, thecognition of group associations can
reduce false positives but the parameters usedatsn provide a basic means of
remotely distinguishing between different ethniougs. False positives and negatives
likewise threaten to remain an issue. While thdec@s capable of overcoming the
aforementioned human limitations (processing cdapachange blindness, inattentional
blindness and boredom) it is limited to the parawrseset by the programmer, which will
be less subtle than those employed by the camenatmp. Function creep also remains
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a possibility. Whilst the leaving of unattendedyage per se does not seem ripe for
function creep, recognizing associations in croadd predicting pedestrian goals do:
possible uses range from finding lost children tientifying and tracking social
“undesirables”. Finally, in dealing with a computather than a (remote) human, the
problem of distance threatens to be magnified te #xtent that normal human
interactions concerning discretion, negotiation thedreinforcement of social and moral
values are lost. In the case of automation thélpro of distance thus becomes one of
dehumanisation.

There are alternatives between the extremes of ahamal full automation however
(Endsley and Kiris, 1995), levels of automation ethinvolve the human operator to a
greater or lesser degree. This paper concludésstich partial automation is the most
ethically acceptable approach to take regardingathassessment. Through combining
human and automated systems, the limits of theabpes individual capacities can be
significantly enhanced while the dangers of insitinalised prejudice in the automated
system are reduced. There will also be fewer fasstives and false negatives than in
either of the extremes discussed above. Functieapcand the problem of distance
remain, but once again the continued reliance ef glistem on a human element
maintains crucial checks and balances which woulderavise be lost with full
automation.
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Abstract

The concept of risk management has become a paxten§day life. In our presentation
we will discuss two typical strategies of risk mgement described by Herfied Miinkler:
Those in securityworldand those ircultures of risk On this theoretical basis, we will
try to explain, how implementations of these styae can be found in popular media
products. For this, we will take a closer look la¢ tonline soccer manager game on
www.kicker.de and the dating platform Parship. Thaye both computer based
technologies that virtually mediate risks in redpeo real persons and their
characteristics and behaviours: soccer playersherohe and potential partners on the
other hand. The thesis is that both use strategfiesalculating and minimizing risk
according to the logic of securityworlds and ofyhg with risk according to the logic
of cultures of risk at the same time. Further, tHeytheir part to establish the ideas and
strategies of risk and risk management in populdiuce and help naturalizing the
attached knowledge and practices.

Paper

The scholarly perspective on the concept of sechidis become seemingly inevitably
connected to the concept of risk during the lagirgeln contrast to danger, risk is
something virtual that can only be applied by vieagion and statistics that make it
calculable and therefore manageable. Further, lasis the responsibility for this
management and the outcome of actions on the astibgect. The political scientist
Herfried Munkler describes two ideal types of #gms to deal with this task:
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securityworldsand cultures of risk Securityworlds try to exclude danger and threat b
walling off, security technologies and risk avoidanin doing so, they also make factors
of insecurity visible and produce a higher feelafgnsecurity and cultures of fear. The
cultures of riskon the other hand face dangers and threats bygtalsks and having a
chance in both, a playful and calculating way. TWwe concepts do not exclude one
another but frame and presuppose each other (Mr269).

Both strategies are based on models and technslogfevisualization and
calculation that are mainly statistical. For stgrirsorting, searching, relating and
processing these numeric data, computer basedadasiseem to be the perfect device.
They are the technical infrastructure for genegatisk profiles and scenarios that are
used for calculating risks and for choosing optiofsction. So, databases are on the
one hand a tool for handling risks and on the ottzerd the technology that makes risk
visual and the concept thinkable at first.

This connection between discourses, practices a&utinblogy is interesting
because it evokes questions about the “risky” iogions and inscriptions in computer
databases used in everyday life in which actiond practices are being monitored
permanently. Popular media like computer gamesi@rnet applications are the most
influential media in the contemporary popular crdtuand providing “orientative
knowledge” for our lives by giving “patterns of kmledge and actions”, the subject can
“adapt on and accommodate” (Neitzel and Nohr 2008).

Within our presentation, we will examine in whiclkespect the concepts of
securityworldsandcultures of riskare negotiated an implemented in the popular media
products www.parship.de and the soccer manager gankecker.de and which patterns
of knowledge and action are provided in them. Baltfects combine purely databased
elements (personal profiles and a mathematicalixfatrrating soccer players) with real
world elements (real persons as potential partaegdsthe real efforts of soccer players)
in a popular medial context. In the analysis we Widve a look at the different and
similar strategies of risk management that try ediate the calculability of the database
and the contingence of the real world.
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Informational Warfare and Just War Theory

MARIAROSA TADDEO

Abstract. This paper focuses on Informational Warfare —~viefare characterised
by the use of information and communication tecbgis. This is a fast growing
phenomenon, which poses a number of issues ranfjmmg the military
implementation of such technologies to its politiead ethical implications. The
paper presents a conceptual analysis of this phemom with the goal of
investigating its nature. Such an analysis is deetbde necessary in order to lay
the ground for future work on this topic addressitige ethical problems
engendered by Informational Warfare. The analysideiveloped in three parts. It
first delineates the relation between Informatiodrfare and the Information
revolution. It then turns the attention to the effethat the diffusion of this
phenomenon has on the concepts of state and wahelwasis of this analysis, it
provides a definition of Informational Warfare asransversalphenomenon for
what concerns the environment in which it is waghd, way it is waged and the
ontological and social status of the involved ageRtnally, the paper concludes
taking in consideration Just War Theory and thebjems arising from ist
application to the case of Informational Warfare.

Extended Abstract

The analysis presented in the paper focuses omiatmnal Warfare (IW) — the warfare
based on the use of Information and Communicatiechmologies (ICTs). IW has been
at the centre of interest of governments, intefige agencies, computer scientists and
security experts for the past two decades (ArquiB89; Libicki 1996; Singer 2009).
ICTs support war waging in two ways: providing neapons to be deployed on the
battlefield — like drones and semi-autonomous reboand allowing for the so-called
information superiority the ability to collect, process, and disseminmafiermation while
exploiting or denying the adversary’s ability to tihe same.

ICTs prove to be effective and advantageous wdmt@ogies, as they are efficient
and relatively cheap when compared to the geneests of war. For this reason, the use
of ICTs in warfare has grown rapidly in the lastage determining some deep changes
in the way war is waged, giving the raise to theda revolution in military affairs
(RMA).

This RMA concernsn primis military force. It also concerns strategy planners,
policy-makers and ethicists, as the need to regulas new form of warfare is muchfelt
and the existing international regulations, likee tGeneva and Heuge Conventions,
provide only partial guidelines. In the same wagditional ethical theories of war,
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which should provide the ground for policies andulations, struggle to address the
ethical problems that arose with this new form efrfare (Arquillal999; Arquilla and
Boerer 2007; DeGeorge 2003; Hauptman 1996; Pow@®4)2 There are three
categories of problems on which both policy-malard ethicists focus their attention,
and these are thesks, rights and responsibilities In the paper | will refer to these
problems as to the 3R problems. Altogether, the @38blems pose a new ethical
challenge. Nevertheless, such problems will nothgefocus of this paper, which will
rather concentrate on the analysis of the natuté/acdnd the changes that it determines.
The task of the proposed analysis is to lay dowa dbnceptual foundation for the
solution of the 3R problems, which will be provided elsewhere. IW it is a wide
spectrum phenomenon, which is rapidly changingdgamics of combat as well as the
role warfare in political negotiations and the dyies of civil society. These changes
are the origins of the 3R problems, the concepanalysis of such changes and of the
nature of this phenomenon is deemed to be a negessd preliminary step to solve
these problems.

The analysis is divided in three steps. First, 8/dmalysed within the framework of
the Information revolution (Floridi 2009). Floridianalysis of Information revolution as
the fourth revolution is recalled and it is stres®at such a revolution determinesheft
toward the non-physical domairthe domain of nonphysical objects, agents and
interactions.

In the second step, it is argued that IW is onthefmost compelling cases of such
a shift. This analysis leads to the consideratibthe effects of the dissemination of IW
on the concepts of war and state. In particulds, drgued that IW redefines the concept
of war as a phenomenon not necessary sanguinaryi@edt, and rathetransversalfor
what concerns the environment in which it is wagdd way it is waged and the
ontological and social status of its agents. Ardfin stressing the transversality of IW
and its disruptive nature is then provided.

Informational Warfare is the use of ICTs within an offensive or defensive
military strategy aiming at the disruption of theeeny’s resources, and which is
waged within the informational environment, by agesmd targets ranging both
on the physical and non-physical domains and wheasd of violence may vary
upon circumstances.
Finally, the third step is devoted to considerpheblems arising when IW is considered
within the framework of Just War Theory. This theqorovides the ground for
international regulations, and sets the paramdteroth the ethical and the political
debates. The issue is addressed whether and hqwitiegples of Just War Theory could
be applied to IW.

The analysis unveils three problems. The first cocerns the differences between
the scenario assumed by Just War Theory and thedelieeated by IW. Just War
Theory refers to classic warfare, where governmantstheir leaders are the only ones
who inaugurate wars by deploying armed forces, ey are the ones to be held
accountable the actions of war. IW fosters a cotaplenew way of declaring and
waging war. The need is stressed for Just War Jheorake into account such changes
in order to address the ethical problems arose WithThe other two problems concern
the application of two principles of Just War Theot ‘war as last resort’ and
‘discrimination and non-combatants immunity’ — tetcase of IW. In the case of the
principle of ‘war as last resort’ the analysis rates that the application of this principle
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to the case of IW leads to an ethical impasse.primeiple assumes that war is a violent
and sanguinary phenomenon. It is argued that theeatness of this assumption in
shaken when IW is taken into account, and thalbése circumstances the application of
the principle of war as last resort becomes lessddiate. The impasse concerns the use
of bloodless and non-physically violent modes ofbat peculiar of IW, like a cyber
attack, to address potentially dangerous diplon@titflicts to prevent the occurrence of
classic warfare. On one hand, such a use constituteact of war itself and as such Just
War Theory forbids it, on the other hand it may idvstates to engage in a sanguinary
war and hence is intrinsically consistent with theerall view proposed by Just War
Theory of reducing bloodshed and conflicts.

A similar ethical problem is described with respéatthe application of the
‘principle of discrimination and non combatants immity’. It is stressed that this
principle tacitly equates non-combatants to ciméiaand that such an equation has been
weaken by the diffusion of terrorism and guerrilla, become even feebler with the
dissemination of IW. In IW scenario, civilians mi@ake part to a combat action from the
comfort of their homes, while carrying on with theivilian life and hiding their status
of informational warriors.

An ethical conundrum is described. Given the diffi¢ to distinguish combatants
from non combatants in IW scenario, and in orderetalorse the ‘principle of
discrimination’, states might be justified to emt®ahigh levels of surveillance over the
entire population breaching individual rights, likgivacy and anonymity, in order to
identify the combatants and guarantee the secofritye entire communitylt is argued
that, on the one side, respecting the principledistrimination may lead to violate
individual rights. On the other side, waving thenpiple of discrimination leads to
bloodshed and dissemination of indiscriminate vioke over the civil population. The
paper concludes pulling together the threads ofttaysis and stressing the importance
of developing ethical guidelines, which will progidhe ground for the definition of the
necessary regulation for IW and for the solutiothef 3R problems.

References

Arquilla, J. (1999). Ethics and information warfargtrategic appraisal: the changing role of
information in warfare. Z. Khalilzad, J. White aAd Marsall. Santa Monica, USA, Rand
Corporation: 379-401.

Arquilla, J. and D. A. Borer, Eds. (2007). InforneatiStrategy and Warfare: A Guide to Theory
and Practice (Contemporary Security Studies). Newk,YOSA, Routledge. DeGeorge, R.
T. (2003). "Post-september 11: Computers, ethics wad" Ethics and Information
Technology 5(44): 183-190.

Hauptman, R. (1996). "Cyberethics and social stgbilEthics and Behavior 6(2): 161-163.
Floridi, L. (2009). "The information Society and IPhilosophy." The Information Society
25(3): 153-158.

Libicki, M. (1996). What is Information Warfare? Whington, D.C, USA, National Defense
University Press.

® This problem is part of the 3R problems descrilmeskiction one.

- 166 -



The Computational Turn: Past, Presents, Futures?

Powers, T. M. (2004). "Real Wrongs in Virtual Comniigs." Ethics and Information
Technology 5(4): 191-198.

Singer, P. W. (2009). "Robots at War: The New Bagldf' Wilson Quarterly 33(1):
30-48.

- 167 -



Proceedings IACAP 2011
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Abstract. Recently, we experience a rapid and ongoing traéfeecurity technologies
such as body scanners, drones, or biometrics fhemtilitary realm in everyday
life. And though there is a lively debate on thewgng militarization of public
space, political culture and everyday life (Giro2@04, Graham 2005, Crandall/
Armitage 2005, Kohn 2009) there is surprisinglylditdiscussion on the huge
amount of military-civilian transfer of new and engieg security technologies.
Only very few authors address the possible miitgion of society through the
procurement, adaptation and proliferation of milittechnologies in civilian life
(Agre 2001). A few scholars such as Dandeker (12906), Wood et al. (2006),
or Balzaqc et al. (2010) pointed out that secueghhologies and practices are
deeply impregnated by their military offspring. ®eitlance studies scholars —
leaning on Anthony Giddens (1985) — at least paatiknowledge the growing
entanglement of the military and bureaucracy int/pasdern societies (Bogard
1996, Dandeker 1990, Nellis 2009, Wood et al. 200§)proaches in STS
(Akrich 1992; Woolgar 1991) and philosophy of teclngy (Winner 1986,
Verbeek 2006, Flanagan, Howe and Nissenbaum 20@8yexl how technology
transports values, world views and norms. Therefavél ask in my paper what
norms, values, frames of thought are transportéd éveryday life with the
military-civil transfer of security technologies fer example when uninhabited
aerial vehicles become part of everyday experiedoessxample through the
growing presence of UAVs during global sport andltwal events, by
demonstrations or during law enforcement as wethasugh ‘augmented reality
video games’.

2. Daily Drones. Techno-Security &the Militarization of Everyday Life

Originally hopes of a large-scale military-civilimonversion arouse after the end of the
cold war. But these hopes were disappointed alr@adlye early 1990s when force has
become again a frequent tool of foreign policy @nrating on so-called rogue and
failed states that followed a growing number ofitaily responses from peace-keeping
operations up to massive invasions (Rappert &0dl8). In philosophy of technology as
well as science and technology studies (STS) wesgote studies on the crossover of
global communication and military surveillance sys$ (i.a. de Landa 1991, Edwards
1996) as well as the fusion of military, industrmdamedia (Der Derian 2001,
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Lenoir/Lowood 2002). The shift of the business djon arms manufacturers towards
mainstream security and surveillance products énpihst-cold-war era is addressed (i.a.
Wood et al 2006, Eick 2010, Graham 2010).

Nowadays new products are developed and partitdhady deployed. Think of
non-lethal weapons, i.a. electroshock and heatwagpons, as well as monitoring
systems linked to killing or paralyzing systemse3$& weapons for warfare respectively
crowd control are situated between the military aivilian realm. In a brochure on new
security projects in the 7th framework programmerésearch, the Directorate General
Enterprise and Industry of the EU commission statdoreover, the relationship
between defence technologies on the one hand,emudity technologies on the other, is
particularly noticeable in the field of R&D, withe¢hnologies that show potential
developments in both areas (Dual Use). At botham$eand industrial development
levels, synergies are possible and desirabléEuropean Commission. Enterprise and
Industry 2009, my emphasis). Contemporary surveabastudies also point towards the
close relation between the military and the marnageiCross-fertilization between the
military and the managerial is clearly central tolgems and developments in the study
and practice of surveillance...” (Wood et al. 200861 But there are very few studies
on the relation of the sociotechnical, politicahdathe military with regard to military-
related security technologies and their impactyeryaay life.

2.1. TECHNO-SECURITY, RISK AND UNPREDICTABILITY

So what to think of the manifest development exjpm®f military technologies in
civilian life in general and of UAVs specifically?or a long time we know about the
conversion and adaptation of military technologeiwreryday life — think only of recent
examples of the military offspring of technologmsch as the internet, RFID, satellite
technology or GPS (Global Positioning System). Agghes in STS (Akrich 1992;
Woolgar 1991) and philosophy of technology (Wina&86, Verbeek 2005, Flanagan,
Howe and Nissenbaum 2006) showed how technologspiats values, world views
and norms. Madeleine Akrich made visible that eweshnology contains scripts while
Steve Woolgars (1991) pointed to the fact that technology isnfeguring the user
and the context of the use. Therefore it is impurta ask which frames of thought,
world views, perspectives, preferences and motaresinscribed into military-related
security technologies and translated into evenjidfay Kaplan (2006) has shown how
GPS did not only link demography, geography, rensetesing, geopolitics and identity
politics but how GPS became an icon of “persongb@merment and self-knowledge
linked to speed and precision” (Kaplan 2006: 6®@F)JS Americans. At the same time
the ,militarized consumer who wants to improve his ,lifestyle provides the personal
data thereby enabling new systems of surveillaragbédded in mobiles, GPS systems
in cars, etc.): “...tracked, the user becomes a tamghin the operational interfaces of
the marketing worlds, into whole technologies stataveillance is outsourced.”
(Crandall 2006, np)

Relevant epistemological shifts and the emergeficeew norms, worldviews and
epistemological reframing of today’s concept of ws#dg. Homeland as well as
international security is not primarily occupiedttwthe defense against specific threats
and prosecuting crimes (Albrecht 2009) but with ({iecautionary) management of risk
and preventive and pre-emptive securitization ofiggy (Aradau et al. 2008, Ammicht-
Quinn/Rampp 2009, Zedner 2007). While tradition#ttieat was related to actions and
intentions of conflicting parties which can be —principle resolved, the concept of
Jfisk] embrace the idea of general, permanent and systeamtingencies such as
pandemics, global warming, rogue states, terrorisrganized crime, poverty, illegal
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immigration or the proliferation of weapons of masstruction (European Commission.
Enterprise and Industry 2009). The concept of risk closely entangled with
unpredictabilityandinsecurity— especially with regard to the identificationtbé enemy

or the assessment of hazardous situatibhe.politics of risk operates with risk profiling
on the basis of statistics and probabilities, witledels and speculations which do not
target at eliminating but managing risin short, whereas the concept of threat brings
us in to the domain of the production, managemet @estruction of dangers, the
concept of risk mobilizes and focuses on differ@nactices that arise from the
construction, interpretation and management of cw@ncy. (Aradau et al. 2008, 148;
my emphasis) This new approach is highly technoklgiriented. The shift towards a
preventive security policy and a techno-centredceph of security corresponds to the
increasing networking of surveillance measures. fdw@nfiguration of surveillance as
assemblage (Haggerty/Ericson 2000) is a generdetay. Nevertheless, the concept
and practice of digital network-centred surveillartechnologies (Graham/Wood 2003)
shows strong affinities to that of network-centni@rfare. The latter — also called
.Revolution in Military Affairs]] — is based on strong, ubiquitous ICT-based netsvork
and mobilities that control and monitor area-widel aver huge distances 24 hours a
day to reach & globespanning dominance based on a nearmonopdpaife and air
power (Graham 2005, 175; see also Dillon 2002, Bked 2006). In this scenario,
especially autonomous UAVs with artificial intekigce and learning capability are
regarded as an important component of new techmtarea (Weber 2009, 2010).
Together with inhabited systems integrated in a pler network of air, water and
ground agents, new techniques of warfare are dpedld... toward a vision of a
strategic and tactical battlespace filled with reked manned and unmanned air,
ground, and maritime systems ... that free warfighfrom the dull, dirty, and dangerous
missions ... and enable entirely new design coscaptimited by the endurance and
performance of human crews. The use of UAVs in Afgktan and Iraq is the first step
in demonstrating the transformational potentialsn€h an approach.” (Department of
Defense 2007, 34) This aspired high-tech transfoomaf armed forces is supposed to
make them invincible, to develop strategies of tdigdeterrence more powerful than
nuclear deterrence ever was. Théopia of a ubiquitous, networked system of
surveillance and contrabeems to be mirrored by a preventice and technezkidea

of security in everyday life — for example whenmke are deployed for law enforcement
by the British Police or for border control by tharopean agency Frontex.

Recently, the Guardiars Freedom of Information request revealed the beoad
scope of potential UAV applications by the Britigiolice: “Working with various
policing organisations as well as the Serious arghfiised Crime Agency, the Maritime
and Fisheries Agency, HM Revenue and Customs amdJ# Border Agency, BAE
[systems; the British defence company] and Kenicpohave drawn up wider lists of
potential uses. One document lists ‘[detectingfttiiom cash machines, preventing theft
of tractors and monitoring antisocial driving’ agture tasks for police drones, while
another states the aircraft could be used for corfiggosting, fly-tipping, abandoned
vehicles, abnormal loads, waste management’ (...yelraee two models of BAE drone
under consideration, neither of which has beemsed to fly in non-segregated airspace
by the CAA. The Herti (High Endurance Rapid Tecluggl Insertion) is a five-metre
long aircraft that the Ministry of Defence deployiadAfghanistan for tests in 2007 and
2009". (Lewis 2010).

According to these plans, the use of UAVs wouldpagt of a larger network-
centric project through which information from ariedy of sources (UAVs, smart
CCTV, data detention, analysis of money transfir.jeare networked and evaluated.
This course of action seems not to aim primarilypaisecuting specific crimes and
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follow concrete suspicions babd search monitor a nation’s population systemdlyca
and thoroughly on an everyday basi&/e need to investigate whether this civilian
approach resembles what is called C4ISR — Comme@amtrol, Communications,
Computers, Intelligence, Surveillance and Recosaaise in the military. C4ISR stands
for the networking of all available surveillancedacontrol systems to achieve a global
overview in the war theatre. So maybe we witnessidiea of a global overview in the
(civilian) world theatre.

Part of these epistemological and normative refngmiight also be found in
recent consumer applications of UAVs. Since lastr ybe first little UAVs respectively
quadricopters are available for ,augmented realityideo games
(http://ardrone.parrot.com/parrot-ar-drone/de/) which one can launch missiles and
fight against other drones. The quadricopters carcdntrolled by an iPhone, iPod
Touch or iPad. There a two cameras embedded ietdribne, one on the front and one
underneath, to enable a direct sight via video tentontrol on the basis of a Wi-Fi
connection. Another application is provided by ar@m company which rents drones
for private use (www.rent-a-drone.de) to enabld teme pictures and videos from
above.

The private consumer applications of UAV mightl{stiot be as wide ranging as
GPS but in a way one could argue that they mighgnothe door in more intense
participatory surveillance and observation prasti¢Ball 2005, Koskela 2009). Daily
consumer drones might contribute to train usensdtch the world from a top-down or
,God’s eye view! that participates in the C4ISR longing for a globeerview in the
war / world theatre.

The tightening networks of surveillance technolsgieincreasingly expanded by
drones for border control, policing demonstraterswd and event control, are part of a
growing belief in “smart’, specific, side-effecfsee, information-driven utopia of
governance” (Valverde and Mopas, 2004: 239). Netveantric warfare with its idea of
C4ISR relies on this utopia as it might be the caih recent police applications of
drones and new gamer applications such as the éplwomtrolled ar-drone. It is
necessary to follow up closely the growing transférmilitary technologies in civil
applications, game practices and other everydaydifsee whether and how recent ideas
of techno-security and ,full spectrum dominancbecome dominant in 21st century’s
societies of control.
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IS THERE A HUMAN RIGHT NOT TO BE KILLED BY A MACHIN E?

PETER M. ASARO
The New School University
asarop@newschool.edu

1. Extended Abstract

This presentation reviews the standard framewarksdnsidering the human right not
to be killed, and its forfeit by combatants in armiithen considers as a special case the
right not to be killed by a machine. Insofar a® dras a right not to be killed by any
means, then one also has a right not to be killed machine, such as a lethal robotic
system. It is further argued that in those caseshich an individual may have already
forfeited their right not to be killed, such as whacting as a combatant in a war, this
does not necessarily subject one to being killec loyachine. Despite a common view
that combatants in war may be liable to be killgdany means, “killing by machine”
fails to meet the requirements for ethically juabfe kiling. The defense of this
assertion will rest on a technical definition ofillkg by machine,” and further
clarification of justified killing in war. In sheér the argument is that “killing by
machine” fails to consider the rights of an indivadl in the morally required manner.
This is because “killing by machine” requires acideon to kill” to be made by a moral
agent, and an automated decision cannot involvengmessary moral deliberation
required to justify violating the human right nat be killed. As such, automated
decisions to kill are not morally justifiable.

The argument begins by examining the right to defense which forms the rights-
based interpretation of Just War Theory. In paldic | examine the “Castle Laws”, aka
“Make My Day Laws,” which permit individuals to uderce against home-intruders
without criminal or civil liability in many U.S. ates. | examine the conditions under
which individuals in such circumstances are pegditb use lethal force, and when such
force becomes “willful and wonton misconduct.”

Informed by this analysis, | examine the legalifyacthome-defense robot, and the
legal permissibility of its use of force againstnf@intruders. In general, the “Castle
Laws” do not allow homeowners to booby-trap theimes, and a robotic home-defense
system can be viewed as a sophisticated booby-ttajpnsider the various objections
that might be made to the standard rejection ofbldoap. According to such
objections, a robot with sophisticated cognitived grerceptual capabilities might be
argued to avoid manifesting a form of “recklessamgkerment.”

| then analogize from the case of home-defensavih and criminal law, to the
case of self-defense in war, and the Laws of Arr@eahflict and Just War Theory.
While warfare has much looser standards of whatstitotes a “threat,” and the
proximity of threats, the use of systems capablautbmated lethal decision-making is
largely analogous to the domestic use of boobystrap
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| conclude that implicit in both domestic law amdernational laws of armed conflict is
requirement for moral deliberation which undermittgs moral and legal legitimacy of
automated lethal decision making. This has serimoglications for the use of

autonomous lethal robotics in police and militapplications. One implication is that
only artificial moral agents, capable of exercisingral autonomy, could be morally and
legal justified in violating the rights of a human.
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DO WE NEED AN UNIVERSAL INFORMATION ETHICS?

THOMAS CHRISTOPHER DASCH
University of Paderborn
Germany

Abstract. This article deals with information ethics. Thigises the essential
question: What is information?But | want to focus tre ethical category.
herefore, three areas of potential actions arisgte&d of informations | want to
talk more generally of data. This makes it possibldistinguish between: (1) The
pure receive of data, (2) The pure provision ohd&) The simultaneous receive
and provision of data, (4) A further possible actis to supply a plattform for
data. This is strictly speaking the topic thred, ibwill be discussed as an seperate
topic.Here is exemplified the ethical problems ftve individual cases may
occur.Subsequently, a connection between the prabt the legislation of the
Internet and the lack of a universal ethical baseade in the information ethics.

This article deals with information ethics. Thisses the essential question: What is
information?

The question of “What is Information?” (Floridi, @@, p.560) is according to
Floridi the elementary problem of the philosophyirdbrmation. Among the advocates
of well known approaches to the concept of infoiaraare Shannon and Weaver, Bar-
Hillel and Carnap, Wiener, Janich, etc. (Capurr6p®. Here Capurro’s trilemma
(Fleissner, Hofkirchner, 1995) applies: (1) Eitltlee concept of information is always
the same no matter what the set of input datakés (2) or the information is only of
similar kind, or (3) it is completely independehAt this point it is to be clarified on
which concept of information based the informatitiics.

But | want to break another ground. | want to foouasthe ethical category. In this
context information ethics is the part of ethicatttieals with the internet. The concept of
information is to be ignored here. “Morale is foseid on judgments, that assess a human
action positively or negatively, approve or disap@r it.” (Birnbacher, 2007, p.12).
Therefore, three areas of potential actions atisgtead of informations | want to talk
more generally of data. This makes it possibleistirdjuish between:

1.The pure receive of data

2.The pure provision of data

3.The simultaneous receive and provision of data

4.A further possible action is to supply a plattioior data. This is strictly speaking
the topic three, but it will be discussed as aresse topic.

One example for the first topic is the reading efva pages or blogs. In this
context, the information content the receiver comssi is moral relevant. A possible

-177 -



Proceedings IACAP 2011

moral misconduct in this field is the download ofisit without owning the respective
rights. In case of the internet, the informatiocipeent may not be able to reconstruct the
origin of the information. Additionally, the informtion can be deleted from the
respective homepage at any time. In contrast,nfoernation content of a newspaper can
not be changed once the paper is printed.

The second topic includes e.g. owners of news pageshis connection, the
precise content of the online data is moral relevanthe case of news pages it is
expected that the news have been extensively igaéstl. One example for the misuse
of this function is a scenario in which a persoreags videos showing another person in
an unfavourable context. In the case of the intetrecking down the owner of the page
is far more difficult as tracking down a normaldanhation transmitter. The latter differs
from the internet in concerns of judicial mattemspre about that later in the text. A
feature of the internet is that a large group afpbe can be addressed without the need
of a major news infrastructure. Interest groups lsarformed rapidly and easily in this
way as seen recently when a open letter was haodedancellor Merkel concerning the
plagiarism affair of Germanys minister of defenkesl Theodor zu Guttenberg. In this
way, the initiators of the letter were able to supphe ministers retirement.

Amongst others, topic three includes chats, foramd online games. In this case,
moral relevance is similar to moral relevance im notual communication. A possible
moral misconduct would e.g. be the insult to a peris a chat room. Characteristic for
this kind of online communication is that the carpart can not be visualized (as long
as webcams are not used). Therefore, it remainsawmk what emotions the counterpart
expresses.

“Emotions are responses of an organism centeregxpariences. They represent
the relevance of an artefact of perception forfthiment of needs (e.g. according to
the criteria “beneficial” or “impedimental”). Adddnally, they activate or constrain
various cognitive and motivational systems in terofsa optimal satisfaction of
needs.”(Kuhl, 2010, p.543) This can lead to a irextrestimation of the counterparts
emotions. However, the chatter can manipulate emstby the use of e.g. smilies, that
do not represent his actual emotions. In case efiriternet, the identity of the person
one is chatting with can not be verified. The ceupart is not necessarily regarded as a
person, but in a distinct role. This can be theecas online games as required
participant, in forums as disposer of informatiowl &0 on.

The fourth topic includes for example provider datgorms like Facebook or
search engines like Google and file sharing sesviég¢ this point it is ethical relevant
whether the suppliers can asure a ethical corredenfor the users. An Examples for an
ethical dubious action in this topic are to runila $haring service for music without
having the copy rights. A point at issue is Wikikeatoo. It is questionable, wheter it is
ethically to publish diplomatic cables.

Despite all this potentially ethical critical topione can point out that beyond this
controversial concepts and opinions exist. Thisedepfor example in the five cultural
deminsions of Hofstede: Power Distance Index(PDIndividualism(IDV),
Masculinity(MAS), Uncertainty Avoidance Index (UAl).ong-Term Orientation (LTO)
(Lusebrink, 2005, p. 20-25). On the one hand thidue to different opinions about this
in the respective culture area. On the other halifferent cultures show different
behaviour on the internet, that can be reducedheédfdct that violation on the internet
against ethical basic principles remains largelpwnished. The internet is no area
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immune from law, but it is so that people on theeinet are global and there depending
on each of the legislation and t heenforcementeflaws of their own country. “The
almost traceless variability of content presentsy rehallenges to the reliability of
documents and the evidence.
The indifference of original and copy has a newytigiht quality. The anonymity of the
web makes it difficult to identify reliable conttacs. The speed of interactive
communication such as short natural cooling-in i@ots considerably, giving the
consumer a new dimension. “(Haug, 2010, p.9)
It would require a common ethical base in inforimatethics.
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A PSEUDOPERIPATETIC APPLICATION SECURITY HANDBOOK
FOR VIRTUOUS SOFTWARE”"

KEITH DOUGLAS
Statistics Canadd

In the past 10 or 15 years an increased awarerfeapptication securit§f (AS) in
computing and information systems has resulted amymvolumes of material (e.g.,
Cross 2006, Burnett 2004, Seacord 2005, Clarke )2@¥urity conscious developers,
testers, and organizations wishing to adopt “besttres” have a lot of work to distill
these many volumes of advice and principles intsileaimplementable and
understandable approaches. Following the off-haiggesstion from a colleague (Perkins
2010), | have taken her phrase “virtuous softwag’a starting point. In this paper, |
comb through thélicomachean EthicfAristotle 1984) to find appropriate guidance for
virtue in AS. It thus is addressed both to commupnofessionals wanting to understand
why AS makes the ethical consequences of their warie salient (or, more debatalily
makes them exist) and also to philosophers who matybe aware of the ethical
challenges raised by recognition of AS in computitigis also intended as a brief
introduction as to why AS considerations matteoras (not independent of the others)
aspect of the “architecture”, design, developmend support of software.

10 author affiliation for identification purposes only

1 AS is to be distinguished in discussions of commutsecurity from infrastructure security,
dealing with antimalware solutions, public key itigls, routing rules in networks, etc. 70% of
current exploits and vulnerabilities are in appima areas (Sykora 2010) and subsequently
AS merits philosophical and computational attentitiris often discussed in the context of
“application hardening”. This term is in the autBowiew unhelpful, since it suggests,
wrongly, that a correct approach to would be tolengent an application and then “fix it up”
to meet the hardening requirements. The expertermus seems to be that AS ought to be
part of the entire software development life cy@dad have a role to play at almost every
phase. See, e.g., Seacord 2005. The case of whab @mbout existing systems is more
complicated; | do not address it as much in thegrework, though much of what we can
tease out of (or be reminded by) Aristotle applegardless

2 Conversations with colleagues on the part of thdnausuggest (he has not done formal

investigations) that many computing professionalsidt think their profession and activities raise

any additional or different ethical consideratidieyond those common to all humans in general
or all relevant employees of a given organizatigior example, fellow computing colleagues of

the author are certainly aware of their obligatiansgler the relevant public service legislation, but
do not see (for example) buffer overruns and ramaditions as leading to possible ethically

relevant situation. At best they are regarded astteer sort of bug”.) Further work (beyond the

present one) to institute AS “consciousness” inetlgvers will have to deal with this situation.
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Philosophical topics | will briefly address in thbove fashion are: the nature of
technology, the nature of virtue, how virtue may digained, who is virtuous, what
results from being virtuous and examples of whatsje virtues are. All of these can be
topics for complete presentations in their own tighoring them up to simply show the
rich areas of further possible investigation, aindsome cases, the pitfalls of using a
“virtues framework” when it comes to software.

The philosophical topics in turn relate (here | dot indicate how, merely
enumerate what will be discussed) to the followingpre directly computing
considerations: the nature of computing professieystems specifications, how one
should learn about AS, characteristics of goodwsof systems, how to adjudicate
between AS and other design goals, how to get dpees to be AS-aware and others.

Finally, 1 include this paper as a way of linkitiyee phases of the so-called
computational turn: the past: traditional philospgé.g., Aristotle); the present, the CAP
conferences where computing and philosophy, tatili and otherwise is largely (but
not exclusively) academic (yet fruitfully interawg), and the future, where work from
CAP is also of importance to those outside. | dbsuggest that these three phases are
the only way to understand the historical develapnad the computing and philosophy
movement, nor do | suggest that there has not begthing useful in the past to those
outside of academia, merely that there is amplenradthin the topic of AS to address
such considerations.
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THE CENTRAL PROBLEM OF ROBOETHICS: FROM DEFINITION
TOWARDS SOLUTION

DANIEL DEVATMAN HROMADA
Université Paris 8 / Ecole Pratique des Hautes EgifiLutin Userlab
hromi@kyberia.sk

Abstract. The central problem of roboethics is defined ashswn one hand,
robotics aims to construct entities which will tsaend the faculties of human
beings, on the other hand, some unethical actsldHhmai made impossible to
execute for such artificial beings. It can be itated on the case of full-fledged Al
which is able to reprogram itself, or program otAé&s but only in a way that the
result shall not lead to the infraction of moralpienatives held by its human
conceptors. Thus a programmer of such a systernsedobetween Skylle of his
“aim to conceive an artificial entity able to domalst everything, and more
efficiently than a human being” and a Charybde b&“principle of precaution
commanding him to constraint the behaviour of sanhentity in a way that it
would never be able to execute certain acts, lilee 6f a murder, for example”.
Therefore the central problem can be also perceiaged form of solution to the
problem of trade-off between the amount of “autopdof an artificial agent and
the extent to which the “embedded ethical condfsaidetermine the agent's
behaviour. Believing that such a trade-off could foend, our proposal is
conceived as a four-folded hybrid “separation ofvps” model within which the
final output to the solution of ethical dilemmadsnsidered to be the result of
mutual interaction of four independent componeif)s‘Moral core” containing
hard-wired rules analogous to Asimov laws of rot®ti2) “Meta-moral
Imperative” logically equivalent to Kant's categoiimperative 3) “Ethico-legal
codex” containing an extensible set of normativecpdures representing the laws,
moral norms and customs present in or induced fagent’'s surroundings 4)
“Mytho-historical knowledge base” grounding the @i representation of
« possible states of the world » in the corporhwhan generated myths & stories
Finally, we will argue that our proposal of two irmtd & two embedded modules
vaguely corresponds to the human morality facutigesit takes into account both
its “innate” as well as “acquired” components.
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1. Definition of the Central Problem

It may be stated that the ultimate goal of Ari#flcintelligence is, for its most
radical proponents like (Kurzweil, 2000; Vinge, B99 (I[], the conception of an
artificial system able to transcend all facultiesvadays attributed to human being. In
accord with Turing’s pioneer proposal (A. M. Turjr&p08) (1, such proponents do not
ask metaphysical questions like “Can machine havsaousness ?” nor do they bother
much with arguments like that of “chinese room{Searle, 1982). More concretely:
such radical engineers do not ask questions “whddmilty X can be simulated by
algorithmic means”, they simply take the affirmatianswer as granted, and, in
consequence, pose a question “how can | simulatéatiulty X by algorithmic means?”

Let’s define “the faculty of moral reasoning” as XVhile being aware that nothing
really proves that such a definition does NOT resuh fallacy, we nonetheless do not
ask whether it makes sense or not to speak abadHime endowed with morality”. The
fact that machines will be able, sometimes in titarg, able to fully simulate the moral
reasoning is taken as granted within the scopeuof@edankenexperiment and the
guestion which is posed hereby is therefore “houldt@ be done?”

Now let's define “the ability to modify itself” aX, and “the ability to reproduce”
as X. Since X, X, and X are all faculties commonly attributed to humamigeit can
be stated that an artificial system endowed witkbhstaculties would seem more
“human” than the one which contains only some @&hnthand is therefore closer to
ultimate goal of radical Al as was already defined.

The problem arises when one realises thasXot necessarily mutually consistent
with X, or X;. Myths as well as history itself demonstrate tar bften to pass that the
modification or a reproduction of a moral being sloet necessarily yield a moral result.
It is verily this “lesson from history” that obligeus to postulate the central problem of
roboethics :

How could (the most radical of) roboengineers gagsonceive a machine which
is, in the fullest possible extent, able to adagelf to any situation whatsoever and yet
“unable” to rewrite the set of moral imperativesttviwhich it was endowed ?

We exclude completely the possibility of not endmyva machine with any moral
reasoning at all. Not only would a deployment ofts@a self-copying, self-modifying
autonomous agent be contrary to precautionary iptex¢Andorno, 2004) (] , but the
very intention of “creating a machine analogousalhits functions to human being”
would miss its target since it is commonly accegted that the faculty X i.e. morality
is one among such anthropological universalia (Miki2007) (.

What's more, according to Kant - who analysed fameulty of morality and its
relations to other forms of reasoning in such aremthat his discoveries simply have to
be taken into consideration by anyone aiming to ednimorality into machines - Xs
not only “one faculty amongst many”, but it occegithe central place among all the
faculties with which a man was endowed. For Kandnnis conceived, as a “moral
being” (Kant, 1785)/[] .

Being moral means simply to be able to find a ‘@josolution to any situation of
moral dilemma whatsoever. Therefore, any advanogdeimentation of morality into an
artificial agent should not ignore the semanticigaicies of the concept of “good” nor its
strong cultural and contextual dependence (i.e.twhaood ine one context is not
necessarily good in other).
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2. Possible solution to Central Problem

The Hebbian network of semantic relations around tbrm “good” consists the
outermost layer of our 4-component model of a deda‘moral machine” (MM).

Initially, this graph-like structure of semantielations could be possibly built by
means of extraction of “morals of the stories” frboge hypertext corpora representing
the myths, fairy tales and descriptions of factuiatorical situations (inputs) and their
consequences (outputs).

Whether association of such inputs & outputs bamseof already existing machine
learning procedures (ANN, SVM, boosting (Freun&éhapire, 1996)) would allow the
system to attribute a label “good”/"not good” taextual description of a situation of
moral dilemma which was not contained in the tragniorpus is a place for argument.

More closer to the moral core is the 3rd layerjcican be understood as “the
layer of rules”. To simplify the understanding: ileHayer 4 - understood as “the layer
of associations amongst data” - can be compared tnglo-saxon legal system where a
decision is based on the precedent, i.e. the diesision of a judge in a case sharing
analogic features to a case under study; the gct¥ilayer 3 can be compared to that of
a continental judge whose decisions are simpleutsitpf more general rules induced
from exhaustive sets of previous experiences.

Thus, the correct understanding of “moral induttiseems to be crucial in order to
implement the robust solution for layer 3 and aspiration coming from much better
studied domain of “unsupervised grammar inducti@udlan, Horn, Ruppin, & Edelman,
2005) may yield encouraging results.

It is not unreasonable to imagine that by applyhrginduction principles not upon
the data , but upon the very rules which were tledras induced, the process would
finally converge at the point of some-kind of metée, possibly similar in meaning to
that what Kant called “categoric imperative” (Kah%85)(]. The advantage of such a
“meta-rule” is not only that it is quite easy toglament from programmer’s point of
view - in its essence it is nothing else than prstinfinite while() loop generating “the
representations of possible worlds” and throwingegtions if ever an “internally
inconsistent” world is generated - but that it denused as a sort of boolean rule of
thumb there, where fuzzy thresholds of layers 4 &8 unable to supply any decisive
result.

The disadvantage of layer 2 is that sometimesay hmappen that it shall demand
infinite amount of time in order to return the riggA. Turing, 1937)101. That is far too
much especially in the cases where an artificiabnagcould harm its modified
environment by its otherwise harmless activity agime, for example, an autonomous
transporting agent similar to a car whose circgis stuck in a while loop after it had
hasardously entered the pedestrian zone. For sasdsclow-level implementation of
fast & frugal harm-reductive inhibitory mechanisnssof utmost importance.

In order to stay consistent with the Tradition, wm®pose Asimov’s Laws of
Robotics (Anderson, 2008)Jas a base for such mechanisms.

Finally, it is worth to be stated that while laget & 3 are dynamic in their nature,
i.e. can be rewritten by inflow of new stimuli froemvironment, layers 2 & 1 can be
embedded into very chips of an artificial agent aodld not be modified or disabled
without tampering with agent’s hardware.
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Believing that such a combination of “two staterid “two dynamic” pillars is in
certain sense analogic to a “nature” (i.e. inn&ehurture” (i.e. acquired) components
attributed to the moral faculty of a healthy hunbeing, it may be finally stated that the
question which is labeled hereby as a “the cemgrablem of roboethics” is, mutatis
mutandi, nothing else than just a postmodern variatpon a much more ancient theme:

“How does a parent transform a crying child intoartonomous human being ?
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AFFECTING THE WORLD OR AFFECTING THE MIND?

The Role of Mind in Computer Ethics
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Abstract: The purpose of this paper is to draw a distinctlmetween two
interrelated yet fundamentally different ways ofpagaching problems in
computer ethics, with the goal of clarifying whigiroblems call for which
approaches. In a nutshell, | will draw a distinatiletween approaches and topics
that are primarily concerned with how technologifect theworld, on the one
hand, and those primarily concerned with how te@igies affect oumind, on
the other. | will argue that the type of approadh einoose should be determined
on the basis of which of these concerns we areapilyrtrying to address, which
will also shed light on the advantages and disadhgms of the multitude of
approaches to be found in ethics of technologyrtter to clarify and justify this
distinction, | will categorize some common appraschin computer ethics
correspondingly, and | will conclude by offeringet of suggestions for how they
can and should complement each other in a wayytelats an exhaustive analysis
of the problem at hand.

The purpose of this paper is to draw a distinctlmetween two interrelated yet
fundamentally different ways of approaching proldeémcomputer ethics, with the goal
of clarifying which problems call for which apprdes. In a nutshell, | will draw a
distinction between approaches and topics that painmarily concerned with how
technologies affect thevorld, on the one hand, and those primarily concernélal ow
technologies affect ounind, on the othet?® It should be emphasized at the outset that
these categories are not absolute or mutually six&u— and it is certainly not my
intention to argue that one is better than therottlg more modest intention is to argue
that the type of approach we choose should berdated on the basis of which of these
concerns we are primarily trying to address, whidhalso shed light on the advantages
and disadvantages of the multitude of approachbe found in ethics of technology.

13 This distinction is reminiscent of Floridi & Sandeemphasis on the distinction between agent-tetkn
and patient-oriented ethics (2002), but this detion is somewhat misleading in this context, beeau
both technology and the mind can have a role as agént and patient, being both source and tafget o
good and evil.
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There is little doubt that technologies affect btite world and the mind, and there is
little doubt that there is no sharp distinctionvbextn the two. What affects the world can
affect the mind, and what affects minds can aftbet world — and technology often
mediatesbetweenworld and mind. As such, the distinction | am canmed with must
necessarily be more of the ‘family resemblancekty@till, we can to some degree
separate between different ways of assessing #ifésets, and given the multitude of
ethical theories and applied frameworks that aieghesed in ethics of technology, it is
important to be clear about which approach is beis¢d for which area.

The clearest example of this is probably the disittm between accountability and
responsibility. If the purpose of our analysisdsunderstand what sccountablefor a
given situation, wean do this entirely in terms of analyzing changetheworld. After
all, an inquiry into accountability is largely amguiry into causality; what was tlseurce
of this good or evil (cf. Floridi & Sanders, 200g, 371). This also highlights the
advantage of using a “mind-less” notion of accohitityt in cases where (higher-order)
mental processes are either non-existent (e.ficettiagents) or intrinsically distributed
(e.g. organizations). If the purpose of our analyisi to understandesponsibility,
however, we are immediately required to include thied in a much more integral
manner. After all, an inquiry into responsibility an inquiry into such mental terms as
intentions, negligengeand culpability. To give another example, when evaluating how
Information and Communication Technologies (ICT8a privacy, we can focus on
how ICTs affect thavorld in a manner that is relevant to privacy, or howffects our
mindin a way that is relevant to privacy. The formardlves such question as “How do
ICTs affect the flow of information”, or what Flali refers to as ‘ontological friction’
(2005). The latter involves questions such as “HiavICTs affect our expectations
about privacy?” and “How can loss of privacy affectr well-being?”. If we look to
environmental ethics, we can make a similar diitnc between the effects a
technological innovation may have on the environtnen the one hand, and their effect
on e.g. opinions about sustainability, on the othge can make a similar distinction
when evaluating cultural consequences, by eithekityg at how technologies may
change the material conditions necessary for cedaltural practices, or how they more
directly change people’s cultural values and atgtu

Clearly, the questions are interrelated and both sequestions should be sought
answered in a comprehensive analysis, but the appes and methods we utilize in
doing so will typically be centered on one of the tsets. To clarify this further, we can
attempt to categorize different approaches accgrdirtheir main concerns.

On the one hand, some theories and approachesdieufarly good at evaluating
how technologies affect the world. Again, one clegsample is Floridi’s notion of ‘re-
ontologization’ (2005) and the use of an informatéil level of abstraction, which is an
interesting and often insightful way of conceptzialy how the world changes as a result
of our increased ability to digitize informatio®ther examples of this type of approach
is Actor-Network theory (Latour, 2005), as well regent post-phenomenological work
on technological mediation (Verbeek, 2005). Thergith of these theories is that they
shed light on how technologies affect the world and ways of interacting with the
world. They do not, however, say much about howarietogies affect the mind. Surely,
the changes to the world that they disclose wityvaten lead to changes in mind, but
this is not their main concern.
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On the other hand, some theories and approachgaareularly good at evaluating how
technologies affect the mind. Among the approadhethis category, we can include
approaches that are grounded in some version toevathics or utilitarianism, as well as
axiological approaches. The main concern of thegeaaches is not to understand how
technologies affect the world, but rather how théfgct our moral character, behavioral
dispositions, expectations, quality of life, and feoth. Certainly, technologies often
affect our mindhroughchanging the world — indeed, thalwaysdo so if we regard the
technology itself as a change to the world. Newdetbs, the main concern of these
approaches is not to get a better understandinigoof states of affairs in the world
change, but rather to get a better understanditmpwfmental processes change. This is
the ultimategoal of the analysis. If we take video game violencam&xample, a virtue
ethical analysis of this phenomenon would not beiqadarly interested in how these
games may affect the physical world, but rather tiogy will affect the mind of those
who interact with them. Will they make them moreg@gsive, less altruistic, more
happy?

One reason for distinguishing between these appesacs that they give rise to
different types of normativity, and to show how gbecan be related to each other.
Approaches that are primarily interested in chartgethe world can be described as
cautionary.That is, the effects that technologies have omwtbdd will in many cases
imply a caution; technology x will lead to change y, and this changght be ethically
problematic. In order to take that last step, havewe need approaches that include the
mind in order to argue that change y is ethicatlybpematic because it affects the mind
in a particular way. This can be seen clearly wheaching computer ethics to
pragmatically oriented computer scientists, whém@néng that technologies change the
world will often lead to the perfectly rational eti®n: “That might very well be true, but
why is that a problem?”. Answeriribat question must somehow include the mind.

In the full paper, | will further clarify the natairof this distinction, knowing very
well that it is problematic and rests on a numbérpbilosophically controversial
presuppositions. | will also justify why the mingl éssential for most topics in computer
ethics, and discuss what this means for how we taiagapproach these topics. Some of
the main conclusions will be that computer ethissnecessarily and intrinsically a
pluralist area of investigation, one thaedsto address both the world and the mind.
More substantially, it will be argued that we néedjet a much better understanding of
how different approaches can complement each atidhow analyses of changes to the
world can be integrated into analyses of changeketanind. | will conclude the paper
by offering a few suggestions on how to do so, gigimivacy as one of the main
examples.
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Autonomous machines of varying degrees are movintp dhe battlefield at an
overwhelming pace. If left unchallenged, theredsd reason to believe that both their
level of autonomy and overall sophistication wiltiease exponentially in the future. In
light of this, it is important that we determine ether or not these sorts of robstwould
have a place in warfare.

Here | ask whether the development and use of aaotoans military robots is
consistent with the tenets of Just War Theory @féee JWT)™ Specifically, the aim of
this paper is to offer an in depth (albeit preliary) analysis of whether the creation and
deployment of autonomous machines in military cetstés morally acceptable, by way
of assessing the overall justness of automatedaveaitf automated warfare is unjust,
then creating and using robots for this purposeasally problematic.

The most anticipated application of advanced autangs machines is in the
military sector. Indeed, a disproportionate amaafnfunding for research on machine
autonomy has come from military sources for mijitasipplications. Insofar as
autonomous robots can perform actions that haveuseethical consequences (in the
context of warfare, at least), then they need tprogrammed to behave ethically, i.e. to
perform only those actions that are in line witk #ppropriate regulations and agreed
upon customs of just war. Contemporary JWT is teeived view on how warfare
should be conducted. We demand that all (human)atants abide by the tenets of
JWT. Moreover, we expect proper restitution, andagreat lengths to ensure that all
breaches of JWT in practice are punished accomgdintl we want to involve
autonomous machines in warfare, then they will nteeabide by JWT as well.

In this paper | take up four issues towards thisl:e(1) issues of moral
responsibility; (2) discrimination and proportioitgl (3) whether the creation of
autonomous military machines is consistent withad bellumand wider social justice;
and (4) whether military machines could be moreahtiran humans.

(1) JWT demands that someone be morally responfiblactions in war. Given a
certain advanced level of machine autonomy, rolitsieed to be held responsible for
their own actions. However, doing so seems futileesthey have no capacity to suffer
(Sparrow 2007). One potential limitation of Spari®wnalysis, however, is that the
range of autonomous machines whereby something e@oe) could still be held

14 Just War Theory works in tandem with the inteiorai laws of war and rules of engagement as
the moral and legal regulations of warfare. Duespace restrictions, | cannot attend to all
three herein, so | focus exclusively on JWT.
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responsible is quite large. Limiting the autononfyntachines to the point where a
human remains in the decision-making/execution laeqids this problem, since human
users are the sort of being that can be punishetthiéar moral wrongdoings.

(2) Autonomous robots will need to be able to aatrly and reliably discriminate
between legitimate and illegitimate targets (ietween combatants and noncombatants,
between surrendering combatants and aggressive atantp, between allies and
enemies). Whether or not autonomous military maehicould be designed to do so in
real world military contexts remains an open questalthough designing a robot with
these abilities does not seem impossible in priaciRegardless, one point that seems
uncontentious is that the level of autonomy andahiity of machines to act in real
world contexts will increase much sooner than dailitg to perfect their ability to exert
the intricacies of discrimination and proportiohaliat acceptable levels. This is
important to recognize because, until autonomomteocan accurately and reliably
discriminate between legitimate and illegitimategtds, then they do not meet this
requirement of JWT.

(3) If automated warfare fuels widespread sociglisitice, including injustices
outside of the context of warfare specifically,rthieis inconsistent with the principles
underlying JWT (e.qg. justice, fairness, respedtisTould manifest itself in many ways,
including increasing the likelihood of (unjust) Wardecreasing the likelihood of
terminating (unjust) war once it had begun, exaatmng gaps between rich and poor
nations and strong and weak military forogiscetera Moreover, the billions of dollars
going into the automated military sector could bdirected towards the healthcare or
education systems (for example), which could séoveemedy the existing status quo
that finds humans of low socioeconomic status wibrer health and lower education,
itself a symptom of and catalyst for widespreadalaojustice.

(4) Despite the possibility that machines coulds@me sense be more moral than
human soldiers under certain circumstances (ArkiI092 Sullins 2010), automated
warfare will also witness its fare share of unahiactivity. Although substituting
human combatants for machines is appealing inioentays, automated war would not
be less unjust than human warfare overall.

We seem to be seeking to develop autonomous myilit@chines (in part) because
we believe that we can treat them like servants saugbrdinates, yet we also expect
them to be military and ethical ‘superiors’. Thdyoway we can bring this about in a
morally justifiable manner is if we restrict thewphistication to a point well before they
are fully autonomous moral agents (especially akihumanmoral agents), and hence
keep them at a level where we need to keep a himméne loop. But doing so entails
continuing to sacrifice human lives in battle, atmhtinuing to endure human moral
transgressions and imperfections in decision-malatign addition tothe new ethical
challenges that accompany automated warfare.

There is good reason to suggest that the creatidruae of autonomous military
machines is inconsistent with JWT in several respddhis is an important finding. For
one thing, it makes it apparent that the creatibceotain kinds of autonomous military
machines is inconsistent with the moral framewdbikt these robots will be expected to
follow. More importantly perhaps, it places the dem of proof on those who want to
support the move towards automated warfare aneveldp these sorts of machines to
demonstrate that they can do so in a morally sueddé (just) manner. Minimizing the
level of sophistication of these robots and keefingrans in the military loop seems to

15 McMahan (2009) has argued convincingly that, feerse and complicated reasons, the
majority of wars fought are unjust.
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be the most prudent course to adopt, one certamidye palatable than automated
warfaretout court although needless to say infinitely less des@rdlhain peace.
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Abstract. In the 21st century we stand on the threshold el€@ming robots into
domains of human activity that will expand theiregence in our lives
dramatically. One provocative new frontier in rabst driven by a convergence of
demographic, economic, cultural and institutionaggures, is the development of
‘carebots’ - robots intended to assist or replagmdn caregivers in the practice of
caring for vulnerable persons such as the eldgdyng, sick or disabled. | argue
that existing reflections on the ethical implicasoof carebots have thus far
neglected a critical dimension of the issue: namilg potential moral value of
caregiving practices for caregivers. Instead, gbleolarly dialogue has largely
focused on the potential benefits and risks to caogpients. Where caregivers
have been explicitly considered, it is strictlytarms of how they might benefit
from having the burdens of care reduced by carebstipulate here that properly
designed and implemented carebots might improvelittes of cared-fors and
caregivers in ways that would be ethically des&abGiven the grave deficiencies
of existing social mechanisms for supporting care, their use may even be
ethically obligatory in the absence of acceptaliiermatives. Yet | argue that we
ought to forestall such judgments until we havstfadequately reflected upon the
existence of goods internal to the practice ofgianeg that we might not wish to
surrender, or that it might be unwise to surrerelem if we might often wish to
do so. Such reflection, | claim, gives rise to ddesations that must be weighed
alongside the likely impact of carebots on carépients. In order to initiate such
reflection, | examine the goods internal to cafpngctices and the potential impact
of carebots on caregivers by means of three congit@ry ethical approaches:
virtue ethics, care ethics and the capabilities@ggh. | show that each of these
frameworks can be used to shed light on the cositextwhich carebots might
deprive potential caregivers of important moral d®aentral to caring practices,
as well as those contexts in which carebots migiy baregivers sustain or even
enrich those practices.
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1. Introduction

We stand on the threshold of welcoming robots ddmains of human activity that will
expand their presence in our lives dramaticallye @movocative new frontier is the
development of ‘carebots’ - robots intended tosissi replace human caregivers in the
practice of caring for vulnerable persons suchhastderly, young, sick or disabled. Yet
existing philosophical reflections on the ethicapiications of carebots have thus far
neglected a critical dimension of the issue: théepiial moral value of caregiving
practices for caregivers. Instead, the dialogue laegely focused on the potential
benefits and risks to care recipients. Indeed, gngpdesigned and implemented
carebots might improve the lives of both cared-ford caregivers in ways that would be
ethically desirable. Their use may even be ethicalbligatory in the absence of
acceptable alternatives. Yet | argue that suchmedds are premature until we have
adequately reflected upon the potential existerfcgoods internal to the practice of
caregiving that we might not wish to surrenderthat it might be unwise to surrender
even if we might often wish to do so.

Such reflection, | claim, gives rise to considienad that must be weighed alongside
considerations of the likely impact of carebotsaame recipients. Taking as a guiding
insight Coeckelbergh’'s (2009) claim that we musikldeyond mere application of
“external” ethical criteria for human-robot relaig | propose to examine the goods
internal to caring practices and the potential iobpd carebots on caregivers by means
of three complementary ethical approaches: virthie® care ethics and the capabilities
approach. Each of these philosophical frameworksisimew light on: 1) the contexts in
which carebots might deprive potential caregiveranportant moral goods central to
caring practices, 2) contexts in which carebotshiniielp caregivers sustain or even
enrich those practices, and 3) the specific naifitkose moral goods.

2. Carebots and the ethical significance of caringractices

2.1. THEVIRTUES OF CARE

A virtue-ethical account offers rich resources darr inquiry in the form of a range of
moral virtues that can be cultivated and sustaiedugh caring practices. Patience,
understanding, charity, prudence, reciprocity amdpathy can each be cultivated
through sustained caring activity. ‘Excellent catemanifest a powerful ability to
anticipate and interpret the needs of others, evieen not explicitly communicated.
They habitually express effective responses toethwseds, even in unusual or rapidly
changing situations. They are able to maintain @mat bonds with others, even under
physically and mentally demanding circumstancebeyTenable the autonomy and self-
expression of those they care for, to whatever aegiossible. If Aristotle is right that
the virtues must be cultivated by habitual perfaro@of practices appropriate to their
expression (1984, 1103bl), then caring practices ar important, perhaps even
essential, part of one’s moral development. Téia compelling reason to examine the
potential impact of carebots designed to free omfthose practices. Yet carebots have
also been proposed as a means of facilitating delepman engagement in caring
practices, by taking over routine or unpleasantrehdhat drain our energy for giving
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good care. (Coeckelbergh, 2010). This suggestadhd for a sustained study of which
kinds of caring practices are most critical for thdtivation of caring virtues. Such a
study, guided by a virtue-ethical framework, coufteatly assist the ethical

implementation of carebots by providing carebotealepers, institutions, and caregivers
with critical information about the moral valuearious caregiving practices.

2.2.CAREETHICS,CAREBOTSAND THE ETHICAL IDEAL

Care ethics provides another source of insight.divags (1984) offers an account of the
‘caring relation’ that takes it to be ethically pary in human existence - a source not
only of individual virtues, but also (and more famdentally) of an ethical ideal that
motivates and guides human flourishing. | will agthat carebots might be used to
modify contexts of care in ways that preserve dragge this ethical ideal, allowing us to
be engrossed in the needs of the other, movedtémdato them, and open to the
responses of those for whom we care. Yet Noddiagsbunt can also remind us that
our aim is not to be liberated from the caring tielaitself, for if she is right, this is the
only human relation through which our own ethickdal can be nurtured.

2.3.CARING AND THE CAPABILITIES APPROACH

Nussbaum’s capabilities approach provides a thinggective on the goods internal to
caring practices. Among the capabilities emphaskae Nussbaum as critical to human
flourishing (2006, 76-77), | argue that affiliatigpractical reason and emotion are each
realized, to a critical degree, through caring fices. For it is at least partly through
providing care that | develop the intimate knowledd human vulnerability needed to
fully exercise these capabilities. We must thenefeflect carefully on the way in which
the introduction of carebots in society could irthdy enhance their development.

5. Conclusion

Together these conceptual frameworks can remirtthatsin reflecting upon the ethical

portent of carebot technology, we must considerentioan just the quality of care robots
can give, the relevant preferences and likely reastof cared-fors, or the strong social
pressures we face to better meet the needs ofulnerable among us. These are all
serious ethical considerations to which we musefadly attend in weighing the costs,

benefits and risks of carebot implementation —ibist of critical importance that we not

overlook the moral goods internal to caring itself.
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Abstract. In information and computer ethics, the discussibpersonal identities
online (P1Os) is often framed as if individuals aietims who need protection,
e.g. privacy, identity theft, etc. In this respanany of the discussions related to
P1Os in the current literature are negative in that aim to provide and justify
certain constraint and restrictions on (the use BRDs. While the issues
concerning privacy, identity theft, etc. are undwally important, the lone focus
on negative aspects related to PIOs is undesirlé@, has undermined the scope
of issues related to PIOs, particularly, the massitve issues pertaining to P1Os,
e.g. how we should construct and manage our PlIOseri®g, Noémi Manders-
Huits has studied the notion of “identity managetheim the context of
information technology. Manders-Huits’s article sgnificant, because she has
explicitly turned away from the negative issues amled on to issues about the
construction and management of identities in ITicwhare far more positive. As
such, her discussion introduced a new area of nefsehat is so far largely
neglected. Although her study of identity managenieilluminating, | think her
account is unsatisfactory ultimately, as she failedoroperly acknowledge one
important facet of PIOs, namely they are co-comsédl and co-managed. The aim
of this paper, therefore, is to remind of the fizt PIOs are co-constructed and
co-managed, and to identify some conceptual anttattissues arise from it.
Finally, I will outline the answers to the issuesing a Confucian notion of
personhood and identity.

1.

In information and computer ethics, the discussibpersonal identities online (PIOs) is
often framed as if individuals are victims who ngawtection, e.g. privacy, identity
theft, etc. In this respect, many of the disaussirelated to PIOs in the current
literature are negative in that they aim to proval® justify certain constraint and
restrictions on (the use of) PIOs. As Shoemakeedanost of the literature in the field
attempted to specify “a protected zone of privaferimation, consisting in information
about me.” (Shoemaker 2010, 3-4) While the isswege@rning privacy, identity theft,
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etc. are undoubtedly important, the lone focus egative aspects related to PIOs is
undesirable, for it has undermined the scope efesselated to PIOs, particularly, the
more positive issues pertaining to PI1Os, e.g. hawstwould construct and manage our
P10s. Recently, Noémi Manders-Huits (2010) has istudhe notion of “identity
management” in the context of information techngloylanders-Huits’s article is
significant, because she has explicitly turned afam the negative issues and moved
on to issues about the construction and manageafedentities in IT, which are far
more positive. As such, her discussion introducetw area of research that is so far
largely neglected. Although her study of identitgmagement is illuminating, | think her
account of is unsatisfactory ultimately, as shdethito properly acknowledge one
important facet of online identities, namely onlidentities are co-constructed and co-
managed. The aim of this paper, therefore, is tane of the fact that online identities
are co-constructed and co-managed, and to idetttéfyconceptual and ethical issues
arise from it. Finally, | will outline the answeis the issues using a Confucian notion of
personhood and identity.

I will begin this paper with Manders-Huits’s acobuof identity management.
According to Manders-Huits, there are two sensée'gdehtity management”. The first is
being used predominantly in the technical discqungeere identity management refers
to the practice of collecting, organising and, sgheently, utilising personal information
for the purpose of (re-)identification and categation. (Manders-Huits 2010, 47) And,
the second sense of identity management involvesmiy a set of description about the
individual; it also involves reflexive, self-idefitation with some sets of beliefs, values
or ideals, where those beliefs, values and/or gdpadvide reasons for our actions and, at
the same time, make the actions genuinely ourg, @g. Korsgaard 1996; Frankfurt
1998, 1999, 2004 & 2006) Identity management insiseond sense, therefore, requires
individuals to manage their beliefs, values andilisleand to resolve possible conflicts
among them. (Manders-Huits 2010, 48-9) As she I5glointed out, identity
management is an issue deserving more attentioheas is a discrepancy between the
two senses of “identity management”, and the manal practical dimension of identity
is currently not being taken into account in badtle technical discourse and in the
technologies. Yet, for the centrality of moral apdactical identity in our lives, the
negligence of it has to be rectified. | agree ehtiwith her claim, but | shall also point
out that identity management will become more ingratr as information technology
continues to develop and being adopted.

2.

As information technology (and the Web) continuesdvance, it will — to use Luciano
Floridi's terminology — re-ontologise the nature mfrselves and our world. According
to Floridi, we are (becoming) inforgs, i.e. “contest informational organisms” living in
an infosphere, i.e. “an environment constitutedallyinformational entities [...], their
properties, interactions, processes and mutuaiorta” Floridi (2007, 60, 62 & 59) At
certain point, Floridi argued, the boundaries betwthe life offline and the life online
will eventually evaporate, and by then individuadl be living in the Web Onlife.
Among other characteristics, the onlife of infoigsan infosphere is characterised by
instant, seamless exchanges of offline and onlif@mation. In other words, the flow
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of (personal) information will become, at least;divectional. What it means is that
when individuals act on the Web, it will have imriad and direct impacts on their non-
Web counterparts. In this scenario, identity mansg@ for online identities becomes
essential. Since it will no longer be possible igtidguish the offline and the online, it
will be impossible to dissociate online identitfesm offline identities too. Or, to put it

differently, what remains are onlife identities.

While Manders-Huits is right to point out that idiéy management is an important
issue for researchers in information and computecg | shall argue that her account of
identity management is unsatisfactory, becausehabefailed to properly acknowledge
the fact that online identities are co-constructed co-managed by multiple parties.
This failure is reflected in her suggestion to eegirs and technology designers, when
she remarked that they “should provide ways foividdals to construct and maintain
their [reflexive, self-identification with some setf beliefs, values or ideals] and [some
sets of descriptions about themselves], in additiontheir administrative, forensic
counterpart.” (Manders-Huits 2010, 54) It is obsdhat the emphasis is on empowering
individuals in managing their personal informatiofet, what is missing here is that:
while it is true that individuals construct and raga their online identities, we are not
the only one who contributes to their constructaord management. For example, a
person’s profile on Facebook is not only what thatson inputs, but the totality of
information on the profile, including his/her frigsy conversations, etc. In other words,
not all identity-related information is under thergon’s control. In light of this, | shall
argue that there is a need to reconceptualise RPI@ms of co-construction and co-
management; and, | shall also argue that unlessp#rmson is omnipotent and
omnipresence, empowering individuals is alwaysfiisant.

At this point, | suggest that we can learn a legsmm Confucianism. | will point out that
Confucians conceptualised personhood and idensitynaerently interdependent and
relational. (Wong 2004; Lai 2006; Yu & Fan 2007)dAthe Confucian personhood and
identity, | shall argue, provide us an alternativey to conceptualise P1Os, which can
take into account the co-construction and co-mamagé of PIOs. Moreover,
accompanied with the Confucian personhood and iigeatan ethics, which is based on
individuals’ social roles. (Nuyen 2009) Here, | glggest that the role-based ethics in
Confucianism offers a fitting complement to the Mars-Huits’s strategy of individual
empowerment.
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Abstract. | show that under a traditional introspective roettof philosophical
investigation, certain projects of conceptual gsial are bounded by a reflective
inequilibrium That is, although it is possible to make somegmss towards
bringing our classificatory intuitions and the relat criteria into agreement, there
is a barrier that cannot be overcome with trad@lanethods when the concept in
question is plastic. We can show the limitationsttoé traditional method of
conceptual analysis by considering its computatianalog. Suppose we have an
algorithm C that determines a set of cases that fall undeivengconcept and
another algorithnT which tests cases by consulti@gwhich responds with “Yes'
or 'No"). IfC is static (and decidable), then in princiflean develop a criterion
for it. Moreover, every verification procedure tfatises to check the match yields
consistent results. However, this turns out nob¢othe case whe@ is plastic.
Even if we assume the best case scenario in whigtoposed criterion matches
the set of cases determined by the concept, testisgs near the boundary moves
the boundary, and so the criterion will no longeatch. So even if an algorithm
gets a match via a lucky guess, it is unable tifyére match. A state of affairs
where no perfect match can be verified isefiective inequilibrium That some
concepts are plastic is supported by empirical enéé which shows that
classificatory intuitions can be affected by thdesrin which cases are considered.
Swain et al. (2008) found that individual intuit®onan vary according to whether,
and which, other thought experiments were consitérst. It is likely that the
varying intuitions track shifts in the classificagalispositions of our concepts. In
fact, it is well accepted in cognitive psychologydacognitive science that human
concepts are flexible and dynamic in this way. fegéingly then, a computational
approach to traditional introspect methodology e¢bgr gives us a possible
explanation for why conceptual analysis is so clifi and usually unsuccessful.

Extended Abstract

In this paper, | show the far-reaching effectshaf tomputational turn by shedding light
on a traditional problem. Specifically, | show thatder a traditional introspective
method of philosophical investigation, certain paig of conceptual analysis are
bounded by a reflectiviaequilibrium
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In the philosophical literature, particularly inrt@n domains of epistemology, it is
assumed that a conceptual analysis of knowledgeexXample, is possible through a
process of reflective equilibrium. This procesa igirtuous circle, where we make some
headway on settling which cases count as knowl@udgeder to develop some criteria,
and we let the development of criteria help udesett which cases count as knowledge.
As | will show however, although it is possiblertake some progress towards bringing
these two into agreement, there is a barrier thahat be overcome with traditional
methods when the concept in question is plastiwceSit is plausible that our concept of
knowledge is plastic (Weinberg et al., 2001), tlsgible progress of an analysis given
traditional methods is bounded by a reflective unkgrium.

More specifically, a traditional method of doingnceptual analysis can be
characterized as the attempt to bring into agreemen classificatory intuitions about
cases and a proposed criterion that defines tbgaet set of cases. We then proceed by
testing proposed criteria. This is done by a) spexctively checking whether every
possible case as specified by a criterion is atamee of the concept in question, and b)
introspectively checking whether every possiblganse of the concept in question is a
possible case specified by the criterion.

We can show the limitations of the traditional haet of conceptual analysis by
considering its computational analog. We have lgarghm C that determines a set of
cases that fall under a given concept. We ther l@aother algorithm T which tests
cases by consultin€ (which responds with “Yes' or "No'). Given datanfrC, T
attempts to develop a criterion for the set of sadetermined by C. If this set is static
(and decidable), then in principle can develop a criterion for it. Moreover, every
verification procedure that uses to check the match yields consistent restitsvever,
this turns out not to be the case witis plastic.

Let us assume the best case scenario in whicbmoged criterion matchés In
order forT to verify the match, it must test some cases adain sinceC is plastic,
testing cases near the boundary moves the bouraladyso the criterion will no longer
matchC. ThenT will get an inconsistent result for some verifioatprocedure. So even
if T gets a match via a lucky guess, it is unable tdywthe match. Let us call a state of
affairs where no perfect match can be verifigdfiective inequilibrium

We have appealed to an intuitive notion of platstic More rigorously, plasticity
can be implemented in an artificial cognitive systey the specification of two features:
i) the conditions for when the boundary of a concsififts, and ii) how much the
boundary of the concept shifts. Such algorithmisalve in the following way. When
given cases to classify near the boundary, the demynshifts by some amount, so that
future cases which may have been classified pe$itignegatively) may now be
classified negatively (positively). Boundary simff is more or less stable depending on
how the cases are selected for testing and howrtssa(i) and (ii) are specified.

That some concepts are plastic is supported by rerabevidence which shows that
classificatory intuitions can be affected by thdesrin which cases are considered. For
example, Swain et al. (2008) found that individirguitions can vary according to
whether, and which, other thought experiments wemesidered first. It is natural to
suppose that the varying intuitions track shiftshe classificatory dispositions of our
concepts. In fact, it is well accepted in cogmitpsychology and cognitive science that
human concepts are flexible and dynamic in this.wBgychologists such as Laurence
Baraslou (1987) and James Hampton (2007) have staghthat this is a good thing, for

- 203 -



Proceedings IACAP 2011

it provides us with the capacity to track enviromtaé changes while maintaining the
identity of the relevant concept(s). Let thiasticity hypothesibe the hypothesis that
our concepts are apt to change their classificatmgositions.

In sum, taking a computational approach to traddl introspective conceptual
analysis illuminates the limitations of this pauier methodology. It is common to think
that a barometer of how well we understand cogmitbapacities is our ability at
simulating artificial systems. Given that we hadeguate algorithmic implementations
of the plasticity hypothesis and the traditionaltmoelology, we can rigorously prove
limitations of the traditional methodology. We teky have a possible explanation for
why conceptual analysis is so difficult and usuallysuccessful -- introspection can
provably only take us part of the way. Conseqyenkle computational approach can
make way for the development of additional tools stody human capacities of
categorization.
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Abstract. Hacking’s Styles of Reasoning (Hacking 1981, 198& utilized to
describe the impact Information Theory has had@ense in the 20th century in
theory and application. A generalizethformation-laden scientific style of
reasoning is introduced, generalizing the inforowatheoretical and
computational turn in science and society. Inforamataden science will be
examined according to Hacking's criteria for a n8tyle, and its associated
‘revolution' (Schweber and Watcher, 2000). Theier@ include a new scientific
vocabulary as well as a wider social and conceptoiaiext. The specific branch of
science chosen to exhibit the new style is physibsch manifests a wide range of
a style's attributes: science in an informatioe-§g-science’); hard-theoretical
physics such as Black-Hole Thermodynamics (BHTD) tuedconsequent Black-
Hole Wars (Suskind, 2008); the advent of Quantufarination Theory (QIT) —
namely Quantum Information and Quantum Computation.

1. Introduction — Hacking Type Revolutions

Hacking's Styles of Reasoning (Hacking 1982, 1992mbie, 1994) are meta-concepts
that arrange the scheme of ideas and practicesance and society. They are described
as:

“The active promotion and diversification of théestific methods of late medieval
and early modern Europe reflected the general graftla research mentality in
European society, a mentality conditioned and msirgly committed by its
circumstances to expect and to look actively fabpems to formulate and solve, rather
than for an accepted consensus without argumeiet.v@ihieties of scientific method so
brought into play may be distinguished as:

(a) the simple postulation established in the ematitical sciences,

(b) the experimental exploration and measuremeninofe complex observable

relations,

(c) the hypothetical construction of analogicald®is,

(d) the ordering of variety by comparison and tey,

(e) the statistical analysis of regularities of plapions and the calculus of

probabilities, an
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(f) the historical derivation of genetic developrhe
The first three of these methods concern essentialgcience of individual regularities,
and the second three the science of the regukanfipopulations ordered in space and
time.”

The rise of a Style of Reasoning manifests in @kite-Type Revolution that
accompanies a new Style.

1.1A NEW HACKING-TYPE REVOLUTION

Schweber & Watcher (2000) recognized in the contmrtal (information-processing)
revolution the rise of such a Style: “We are wisieg another Hacking type revolution,
which for lack of a better name we call the ‘compsystems modeling and simulation’
revolution, for complexity is one of its buzzwordad mathematical modeling and
simulation on computers constitute its style of reasoning”. This Style and its
revolution should be adopted and combined withuthiguity of Information-Theoretical
terminology in science (Arndt, 2004), into a getieeal form. That is, a Hacking-Type
revolution of Information-laden science, widlgitized Information as its Style.

By expanding on the same theme of the Hacking tyglution to include
communication and cryptography, one achieves mugie & parceling together of the
theoretical basis for these fields of researchn fact relays a basic theme in science and
technology, since communication and computationferination transfer and processing
— are inextricably linked theoretically and praatig. The common thread connecting all
of these theoretical approaches and applied teobies is the modern concept of
guantified information.

1.2INFORMATION-LADEN PHYSICS

The technological and theoretical growth embodiedhie fields of computation and
communication amalgamates into a Style of Reasomiit Digitized Information
(Shannon, 1948) at its core: That is, informatiow ds measures (Arndt, 2004). A
science laden with Information (paraphrasing ‘tlydaden’ science) is saturated with
direct and indirect reliance on IT and Informatimeasures for defining problems and
their solutions, influencing the theory and thecticee of science. Experiment becomes
data acquisitions (Brillouin, 1956); analysis - tlmputerized simulation and
processing of relevant datasets.

Much of this process is due to Maxwell's Demon f{Le&003), the thought
experiment that challenged the second law of theymamics since the end of the™9
century. Attempts to deal with it catalyzed linestloeoretical research that primed
physics for a turn towards Information, promptirte ttight connection between the
thermodynamics of computation and IT (Bennet, 1973)

This shift is reinforced by a deeper moment intralo$ theoretical work: IT as
scientific modeling of nature, such as the Maximbntropy Principle (Jayens, 1957).
The declaration that 'Information as physical' @amer, 1991; Karnani et al, 2009)
connects communication and computation togetheln Wihdamental physics and the
second law of thermodynamics. Considered by somthasnew language of science'
(von Bayer, 2005), a new 'metaparadigm' in popz#aki depictions of the change
(Siegfried, 2000; Seife 2006).
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2. New Fields of Information-Laden Physics

The 20th century saw the development of core madtieat-physics imbued with IT
(von Baeyer, 2005), i.énformation-laden sciencelakob Bekenstein’s seminal work on
Black Hole Thermodynamics (BHTD) (Bekenstein, 12086). Fields of research such
as Quantum Information Theory (Fuchs, 2010) anth@fFheory (Susskind, 2008) do
more than utilize Shannon’s Information-Entropy swea. They link physical reality to
computation and cryptography.

BHTD and M-Theory produced the Holographic Priteipt’Hooft, 1993;
Susskind, 1995) according to which physical reastgncoded onto the surface area of
the universe. QIT bodes the possibilities of pamygotationalism (Lloyd, 2006;
Feynman, 1981; Zuse, 1967) with all physical pinemoa understood as bit-flipping.
Wheeler (1990) takes it even further: every physidgect essentially Informational —
his famous aphorism “It from Bit".

3. New Style — Spheres of Science and Society

3.1NEW SENTANCES OBJECTS ANDLAWS.

A new Style enjoys a new semantic field of defoni, sentences and criteria for the
proper conduct of science (Hacking, 1992). The refarementioned topics and

disciplines in science are built on precisely saohnstructs. It is through Information

terminology that the Holographic principle and itsnifications on the criteria for a

well-constructed M-Theory can be expressed; thatdbmputational universe can be
entertained and weighed as a model for physicéityea

3.2THE INFORMATION AGE

The wider social setting for these changes in seieare explored in the sociological,
economic and political research of the Informathge (Castells, 2004). The
Theoretical, applied scientific and technologicadeas of the Information-laden
revolution are organic to this social moment.
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Abstract. The formal study of narratives goes back to thesRmsstructuralist
school, paradigmatically represented by the 1928lystMorphology of the
Folktale by Vladimir Propp. Researchers in the field of catagional narratology
have developed the general Proppian methodology imrious formal and
computational frameworks for the analysis, autochatenderstanding and
generation of narratives. Methodological issueshia research field give rise to
concrete research questions such as “How much theesepresentation of a
narrative in a given formal framework depend onjecttive decisions of the
formalizer?™ touching philosophy of computing gplailosophy of information. In
order to approach the mentioned question, we cendite process of formal
representation of a narrative as a natural analajube task of annotation in
computational linguistics and corpus linguisticse Wse the Russian folktales
formalized by Propp and let them be formalized Imnatators according to

Propp's system, evaluating these results accortinghe standards of inter-
annotator agreement.

The formal study of narratives goes back to the sRs structuralist school,
paradigmatically represented by the 1928 stMdyphology of the Folktaleéy Viadimir
Propp (1928) in which he identifies sew#ramatis personaand 31 functions that allow
him to formally analyse a corpus of Russian fokal

- 209 -



Proceedings IACAP 2011

Researchers in the field of computational narragpl¢or “computational models of
narrative”) have developed the general Proppiarhoastiogy into various formal and
computational frameworks for the analysis, autochatederstanding and generation of
narratives. Examples for this are Lehnert (198R) & Units Rumelhart (1980)'Story
Grammars Schank (1982)'sThematic Organization Point¢TOPs), Dyer (1983)'s
Thematic Abstraction Unit§TAUs), or Turner (1994)'sPlanning Advice Themes
(PATSs). Over the last decades, the main intereshisfresearch community lay in the
technical challenges that the computational treatroé narratives brings, but recently,
there is again increased interest in the methodmbgnd conceptual issues involved,
linking this research closely to questions of thdgsophy of information (cf. the paper
(Lowe to appear) presented at tBiel Workshop for the Philosophy of Information
This interest is witnessed by workshops such as rdoent AAAI workshop on
Computational Models of Narrativthat brought researchers from this field together
with philosophers, narratologists and professiostalry tellers. The methodological
issues involved give rise to concrete researchtiumsssuch as

* How do you compare formal frameworks of narrati(€?. Léwe 2010 and
Léwe to appear.)

» How do you assess the quality of a formal framevadnkarrative?

* How much does the representation of a narrative given formal framework
depend on subjective decisions of the formalizer?

Question 1. is a genuinely philosophical questian, also the more technical questions
2. and 3. are very relevant for gaining philosophiosight into what constitutes the
formal core of the concept of narrative. In thigp@a we approach question 3. of the
above list. To this end, we think of the proces$oofal representation of a narrative in
a formal system as a natural analogue of the thakimotation in corpus linguistics and
computational linguistics. Whereas typical annotatitasks involve annotation of
sentences or discourses (cf., e.g., Marcus et%3,1Brants 2000, Passonneau et al.
2006), the formalization or annotation of a naustis at the next level of complexity,
involving sequences or systems of discourses, atedeto a narrative. First studies
suggest that question 3. is not easy to tacklehferfollowing reasons: First, ambiguity
which in typical linguistic annotation is a ratheonfined phenomenon becomes
ubiquitous at the level of narratives: the natarsdwer to a formalization task is not one
annotation, but a family of consistent annotati¢esfs Léwe 2010, §82). Secondly, even
allowing for multiple annotations, it is not cleashether consensus about whether a
given annotation is a valid representation of aatae is easy to achieve.

Of course, these questions naturally reflect al-kwedwn discussion from
computational linguistics: in sentence- or discedesel annotation, the quality of
annotation is typically studied &ster-annotator agreemer{Carletta et al. 1997, Marcu
et al. 1999). For the annotation or formalizatidmarratives, no such analysis has ever
been done, not even with the oldest and best-knfommal approach to narrative
structure, the Proppian narratemes.
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In this study, we use English translations of tHanas'ev tales formalized by Propp

(Afanas'ev 1973), train a group of annotators i ke of Propp's system, and then let
them formalize a selection of tales in that forftamework. We evaluate these results
according to the standards of inter-annotator agee¢ from computational and corpus

linguistics (Carletta et al. 1997).
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COMPUTERS AND PROCRASTINATION

“I'll just check my Facebook quick a Second...”

NICK BREEMS
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Sioux Center, United States
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Salford, United Kingdom

Abstract. There seems to be something about computer temimthat tempts us
towards procrastination. This paper uses a philoisaptoolkit to investigate why
this might be, and how we can address the probfgenemploy a framework for
understanding the human use of computers develdpedAndrew Basden.
Basden's work is based on the thought of 20th cgmutch philosopher Herman
Dooyeweerd, who makes the strong claim that reddityneaningful in a wide
variety of mutually irreducible aspects. The nodeetionist approach of
Dooyeweerd's philosophy allows Basden’s frameworktake everyday life
seriously. Thus one of the strengths of a philogmdhapproach based on
Dooyeweerd's thought is its ability to highlightgortant aspects of a problem that
may be understudied. In this paper, the framewsnlisied to perform an analysis
of a particular example of computer-based proarastin, and potential avenues
for investigation are highlighted that weren't intliz¢ely apparent when thinking
about the problem generically. Thus we demonstiitat the use of a
comprehensive framework for understanding the hummsa of computers and
information systems from an everyday perspectivewsh some promise of
providing insight into complex and challenging peshs that arise in our
information technology saturated culture.

1. Introduction

There seems to be something about computer teaiynaled internet connectivity that
distracts us, that tempts us towards procrastinatichis is borne out by personal
experience, by anecdotal evidence (Breems, 2088)bw research (Lavoie and Pychyl,
2001; Thatcher, Wretchko, and Fisher, 2008). Fmroawidely believed to enhance our
productivity, this is remarkable.

This naturally leads us to two questions:

1. Whyis this?
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2. How can we address this problem? What changes eamake in the

way we design and implement computer systems othénway we

approach and use such technology that would rethese distracting

tendencies?
Research in the philosophy of computers and infitomaystems can help us understand
the use of computers as it plays out in everydapdmliving. This paper employs a
framework for understanding the human use of coerpudeveloped by Andrew Basden
(2008) in his bookPhilosophical Frameworks for Understanding Inforinat Systems
We use this framework to analyze computer-inducextrastination, and demonstrate
that philosophical tools can bring fresh insightéxing problems.

2. Basden’s Framework

In Chapter 4 of his book, Basden proposed a frameors understanding Human Use
of Computers (the HUC framework), based work ofh26éntury Dutch philosopher
Herman Dooyeweerd (1984). Dooyeweerd’'s thought aeptyy non-reductionist: He
made the strong claim that reality is meaningfuhiwide variety of mutually irreducible
aspects. Dooyeweerd identified a suite of fifteanhsmodal aspects, and posited that
each of these aspects operates under a differemtf $aws which enable meaningful
functioning in that aspect. Based on these insights HUC framework analyzes any
particular use of computer technology along twosaxdorizontally, all computer use
exists as three simultaneous functionings, becewed® interacting with three different
types of entity:

Human/Computer Interaction (HCI) To use a computer, we must interact with the
computer itself; both with the hardware and with tiser interface portions of
the software.

Engaging with Represented Content (ERCComputer programs represent content we
engage with that is meaningful to us. For exampleen we use an email
program, it is not the internal voltages inside @fU or the glowing of pixels
on the screen that have direct meaning in our libasrather the content of the
email messages and the information that they carry.

Human Living with Computers (HLC) The use of the computer plays out in our
everyday lives; its effects escape the “box” thatthe computer and affect
things “out here” in our lived reality.

Vertically, he analyzes each of these functioniagsng each of Dooyeweerd’s modal

aspects:

Quantitative of discrete amount

Spatial of continuous extension

Kinematic of flowing movement

Physical of energy and mass

Biotic/Organic of life functions and integrity of organism

Sensitive/psychiof sense, feeling, and emotion

Analytical of distinction, conceptualizing, and inferring

Formative of formative power and shaping, in history, cudturcreativity,
achievement, and technology

Lingual of symbolic signification
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Socialof respect, social interaction, relationships, exstitutions

Economicof frugality, skilled use of limited resources

Aestheticof beauty, harmony, surprise, and fun

Juridical of “what is due”, rights, responsibilities

Ethical of self-giving love, generosity, care

Pistic of faith, commitment, trust, and vision
The non-reductionist approach of Dooyeweerd’s oy allows the framework to
take everyday life seriously. That is, in our edsy experience of reality, we do not
intuitively experience everything as mathematigaiysical, or logical, but rather as
diversely meaningful. The laws for the earlier aspeare largely descriptive; that is, we
cannot disobey these laws (e.g. the law of gravitiie later laws, on the other hand, are
prescriptive, and thus normative. They tell us lemoughtto function, but do not force
us to do so. For example, in the economic aspeetlaw/norm of frugality tells us that
we ought to use our time wisely. It allows us tokmaredictions about what kinds of
consequences we can expect from obeying or notirdpélgat norm, but the choice to
follow the norm or not is ours to make.

3. Use of the framework to analyze procrastination

One of the strengths of a philosophical approaath sas Basden’s framework is its
ability to highlight important aspects of a problehat may be understudied. In this
paper, the framework is used to perform an anabfsésparticular example of computer-
based procrastination, playing an online dice garmsgead of writing a paper. Potential
avenues for investigation are highlighted that wérémmediately apparent when
thinking about the problem generically:

e All of the dysfunction occurs in the HLC (Human Lig with Computers)
category, while most of the benefits of procraginta (usually psychic and
aesthetic) occur in the ERC (Engaging with Repriese@ontent) functioning.
Because ERC is a category that is much more witi@rcontrol of a software
designer, this points to the hope that design rateres could help in
addressing the problem.

*  The proximity of the procrastinatory activity toettegitimate activity, both
spatially and kinesthetically, eases the transitimm real work to work
avoidance. Although designing a computer to putsfgay distance between,
for example, the use of a word processor and plagigame seems infeasible,
there are potential designs which would increaseptbychological distance
from one activity to the other.

e« The HLC functioning in the Pistic aspect indicatbat procrastination is a
failure of commitment: We are insufficiently comteid to the course of
action we are committed to, resulting in a breafagth with other people in
our lives, our selves, and ultimately, with ourigiglus convictions. A similar
theme is suggested by Pychyl (2008).

Performing an analysis such as this, and evaluativeg insight that results, is a
preliminary way of testing the utility of the HU@afmework itself. Thus we demonstrate
that the use of a comprehensive framework for wtdading the human use of
computers and information systems from an everymagpective shows some promise
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of providing insight into complex and challengingblems that arise in our information
technology saturated culture.
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Abstract. We show how it is possible to use explicitly Condibry Logic (a logic
of operators and composition of operators) to @efaspectual operators and
temporal relations in natural languages from bpsiwitives in the domain of the
temporality.

1. Combinatory Logic

Combinatory Logics with functional types (CL) isfarmalism used for studying the
foundations of Computer Sciences (semantics of mnoging Languages) and for
defining functional programming Languages (as HAEKE built from this logical
model. CL is a logic of operators and compositibmerators. CL has been developed
principally by Curry and Feys (1958), and then @shbeen used in linguistics by
Shaumyan (1987) and by Desclés (1990).

In computer science, an applicative program iswvet as a combination of
elementary programs, the program being built up tie help of a complex combinator,
this latter being the result of an applicative camabion of elementary combinators. The
same idea can be used in other fields: logic anitbgaphy (logical analysis of
paradoxes and some philosophical concepts), namctstes synthesis and molecular
combinatory computing (MacLennan, 2003), cognitiepresentations where a symbolic
representation is an applicative organization ohagic primitives... Linguistic units
are viewed as operators and operands of diffetentibnal types.
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CL allows, on the one hand, to articulate, insifle@ same computational architecture,
different representation levels during a procesgtange of levels and, on the other
hand, to give, by means of a formal calculus, ah®sis of a lexical (or grammatical)
operator from its meaning.

2. Semantic Analysis of Aspecto-Temporal Operators

We present a semantic analysis of some aspectdakearporal operators. Grammatical
units (aspects, tenses, moods ...) are operatorsewhm@smnings are analysed with
elementary semantic operators combined togethdr witcombinator. An aspectual
operator ‘ASP is applied onto a predicative relatioN’ (as “Peter to enter the-room
or “Peter to be inside the rodirwhere ‘I' is a topological interval of contigus and
ordered instants, this interval specifying the terap area of realization ofA’. There
are three basic aspectual operators STATEVENT: and PROG If an aspectualized
predicative relation ‘ASRA)’ is viewed as a state ‘'STATHA)', then the interval ‘O’
is open andA’ is true at every instant of ‘O’ (example (Rgter is inside the roorns a
descriptive state). If ‘ASKA)’ is an event ‘EVENE (A)’ ((2) Peter entered the rogm
the interval ‘F’ is closed andA’ is always true at the final bound of ‘F’ (end tife
complete event). If ‘ASRA)’ is a process ‘PROQA)’ ((3) Peter is entering inside the
room), the interval ‘J’ is closed at the left bound‘®f (beginning of the process) and
open at the right bound of ‘J’ to mean that thecpes is uncomplete.

For speaking, the speaker must locate ‘ASP inside the temporal referential
framework organized by himself; his speech actisiacomplete process expressed by
“l—AM-SAYING (...)” = “PROCq (I-SAY (...))", where ¥ is the interval of speaking,
with its right open bound (the process of speakinfundamentally uncomplete). The
temporal intervals ‘O’, ‘F’ and ‘J’ can be relatéal the interval ‘3. For the examples
(1), (2) and (3), we obtain the respective tempoetdtions between right bounds of
different intervals:

[3(0) =3 ()] (1)
[3(F) <3 ()] ()
[8(3) =5 (3)

where & and 'y are respective operators that selects the right laft bounds of an
interval.

The combinators are used to express how the aspemperators and temporal
relations are combined together and synthesized ant unique grammatical operator
expressed by a morphological operator. CL givessttmanalyze complex units into a
combination of more elementary units. The computihgynthesis processes in a top-
down strategy (or the analytic decomposition in aitdm-up strategy) of numerous
aspectual and temporal operators has been realitedHASKELL. By the same way,
the automatic analysis of some lexical predicatds a scheme where are combined
semantic primitives in an applicative expressios baen realized. We have not the
place to show all steps of deductions for differsyectual operators which highlight the
notions about process, event, state and relatddnsotWith the adjunct of semantic
representation of the lexical predicates, it be@pussible to give the formal deduction
from a given sentence to another (Desclés, 2005¢IBg and Ro, 2011):
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John took the Mary’s pen» Mary doesn’t have the pen anymore

When a speaker of English understands the firdegen, it is able to infer automatically
the second sentence. This inference becomes posgithh a grammatical knowledge
(meaning of tenses) and a representation of thaimgaf lexical predicate to take. Our
research program shows how a machine can simiietdind of inference realized by
humans. For more details, to see (Desclés, 19905)2and (Desclés & Ro, 2011a;
2011b).
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Abstract. The paper addresses the conference theme frobrdlaéer perspective
of the historical interactions between the Humasitiand computational
disciplines (or, more generally, the “scienceshaf artificial”). These encounters
have followed a similar although symmetrically opipe “takeover” paradigm.
However, there is an alternative meeting mode, geoed by the interactions
between studio and performance arts and digitaint@logy. A brief discussion of
the microsound approach to musical composition shthvat these alternative
encounters have been characterized by a willingmedmth parts to let their basic
issues, techniques, and concepts be redefinedebpattner disciplines. | argue
that this modality could (and perhaps should) btereed to other Humanities
disciplines, including philosophy.

1. Takeovers

The two best-known encounters between computatite@inologies and traditional
Humanists pursuits are represented by the Artifitielligence/Cognitive science
movement and the roughly contemporary Digital Huities approach (although the
label became popular only recently). Classic Aditii Intelligence saw itself as “anti-
philosophy” (Dupuy, 2000; Agre, 2005; Franchi, 2pG6was the discipline that could
take over philosophy's traditional questions ahbmtibnality, the mind/body problem,
creative thinking, perception, etcetera, and salith the help of a set of radically new
synthetic, experimental-based techniques. The rireaning of the "computational turn
in philosophy" lies in its methodology, which alled it to associate engineering
techniques with age-old philosophical questions.is THmperialist” tendency of
cognitive science (Dupuy, 2000) was present froelry beginning, even before the
formalization of the field into well-defined thetiml approaches (McCulloch
(1989[1948]); Simon, 1994).

The Digital Humanities represent the reverse modafithe encounter

just described. The most common approach (Kirscgn®010) uses

tools, techniques, and algorithms developed by caengscientists to

address traditional questions about the meaningxts, their
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accessibility and interpretation, and so on. O#pgroaches turn
technology into the scholar's preferred objectodg (Svensson,
2010). The recent approach pioneered by the “Riplaog of
Information” (Floridi, 2011) follows this patterits focus on the much
broader category of “information” substantially ieases the scope of
its inquiries, while firmly keeping it within phikbphy's standard
reflective mode.

The common feature of these two classic encoubtrgeen the
Humanities and computational theory and technoisdlyeir one-
sidedness. In either case, one of the two partneksover some
relevant aspects from the other participant anid Within its own

field of inquiry (mostly questions, in Al's caseostly tools, for the
Digital Humanities). The appropriation, howeved dbot alter the
theoretical features of either camp. For instaAt@nd Cognitive
Science researchers maintained that philosophggesHific
methodology had only produced mere speculationrtizate those
problems unsolvable. Therefore, philosophy's acdataed wealth of
reflection about the mind, rationality, perceptialemory, emotions,
and so forth could not be used by the computatiapptoach. In
McCulloch's famous phrase, the “den of the metaplaysis strewn
with the bones of researchers past.” In the Diditananities' case, the
takeover happens at the level of tools. In mostgdsowever, this
appropriation does not become an opportunity foritacal reflection
on the role of the canon on liberal education poraf reappraisal of the
role of the text and the social, political, and adaples it plays in
society at large.

2. Digital practice

Meetings between artists and computational teclyyolshow the possibility of a
different paradigm. In many cases, making musimtjpey, producing installations, and
writing with a computer changes the concepts artigirk with, and, at the same time,
forces computer sciences to change theirs as Wedlre are many examples in the rich
history of “digital art,” broadly understood (OulaP 1973; ALAMO, No year;
Schaeffer, 1952). | will illustrate their generabfures with reference to a more recent
project: the “microsound” approach to musical cosifion (Roads, 2004).
“Microsounds” are sonic objects whose timescale lietween that of
notes—the smallest traditional music objects, whose domas
measured in seconds or fractions thereahdsamples—the smallest

bit, measured in microseconds (@bThe manipulation of
microsounds broadens substantially the composaest@, but it is
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impossible without the help of technological desgioé various kinds,
from granular synthesis software to high-level mgkinterfaces.
Composers wishing to “sculpt” sounds at the micreldéace a double
challenge that translates into a mutual collaborelietween
compositional and algorithmic techniques. On the loand, they need
to broaden the syntax an grammar of music's largtagllow the
manipulation and aesthetic assessment of previounsigard of
objects (Vaggione, 2001). On the other hand, tle®drcomputer
scientists and mathematicians to develop altereanalytic and
synthetic models of sound (in addition to Fourr@nsforms and
similar methods) capable of capturing the featofesonic events
lasting only a few milliseconds (Vaggione, 1996).

This example of artistic production points to at@at of cooperation
between work in computational and non-computatidisdiplines that
is deeply at odds with the Al/CogSci and DigHumtgats discussed
above. Instead of a takeover, the artistic modadpces a true
encounter that changes both partners' technicatheudetical
apparatus.

3. Posthuman encounters?

Could the encounter model practiced by artists éeernlized to the Humanities? We
can see how this could be the case by considertagfald question. On the one hand:
are Humanities' traditional inquiries about humature and human cultural production
still relevant in a landscape in which some of ttmenmunicating agents may not be
human, partially or entirely? Can they go on in #ane way? Andiice versa are
science and technology fully aware that the newtaligrtifacts they are shepherding
into the world may change its landscape and tramsfeorldly action at the pragmatic as
well as at the theoretical level? Or are they sélying upon a pre-digital universe in
which technological artifacts were always to beduas mere tools deployed by humans,
an assumption that seems increasingly questionable?
| think a particularly fruitful approach toward shjjuestion is provided
by the kind of critical thought that has been degetd—mostly, but
certainly not exclusivel~in Continental Europe over the last two or
three decades. These theoretical efforts have hiasedexplorations
upon anti-humanist and/or post-humanist perspextiZeey provide,
therefore, a fruitful starting point for the inviggttion and interaction
with instruments, tools, and techniques that qoedtie very notion of
the human. For instance, Lacanian and post-Lacgsgrhoanalysis
has articulated a view of the human that deplog®&yetic concepts to
explain high level cognitive functions (Franchi12Q Chiesa, 2007);
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the work on biopolitics currently developed by klsgltalian
philosophers attempts to articulate a conceptidmuafan life that is
continuous with animal and non-organic life (Agamp2003;
Esposito, 2008; Tarizzo, 2010). At the same tirhe,disciplines of
science and technology studies in their contemgaddarth American,
French, and German developments have providednaéngtanalyses
of the bidirectional relationships between scieéntifieories and
technological artifacts, on the one hand, and pbpdical and cultural
productions on the other (Ihde, 2002; Hayles, 198®ur and
Woolgar, 1986; Biagioli, 1999).

This suggestion does not pretend to exhaust tluedtieal options we
have at our disposal when reflecting upon the cdatfunal turn. My
contention, however, is that artistic practiceallrforms of “digital

art” can serve as an inspiration to all of the Haities disciplines. We
can follow their path toward a new mode of diggatounter that does
not fall into the well-worn path of hostile takeosdy either partner.
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1. Introduction

Reliabilism is a theory of knowledge that has tiadally focused on propositional
knowledge. Paul Churchland has advocated for anmptualization of reliabilism to
“liberate it” from propositional attitudes (such ascepting that p, believing that p,
knowing that p, and the like). In the process(d)eoutlines an alternative for the notion
of truth (which he calls “representational succigsdd) offers a non-standard account of
theory, and (c) invokes the preceding ideas toigean account of representation and
knowledge that emphasizes our skill or capacitynfavigating the world. Crucially, he
defines reliabilism (and knowledge) in terms of remgntational success. This paper
discusses these ideas and raises some concernsice $ihurchland takes a
neurocomputational approach, we discuss our tmiineural networks to classify
images of faces. We use this work to suggesttitieakind of reliability at work in some
knowledge claims is not usefully understood in termf the aforementioned notion of
representational success.

2. Traditional Reliabilism: Truth and Propositional Attitudes

Claims to propositional knowledge have the forg,knows that pwhere p is a

proposition. For the reliabilist, among the neeegsconditions for some agent or
subject S to know p are that (a) p is true, (bekeles p, and (c) p is the outcome of a
reliable process or method. According to Alvin @uobln (1986, 1992, 1999, 2002)
reliability is required for both epistemic justifiton and knowledge. This reliability is a
ratio: the number of true beliefs delivered by agass or method divided by the number
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of true and false beliefs delivered by the samegss or method As we will concern
ourselves primarily with the reliability requirenten this paper, we shall not engage the
issue of what might constitute sufficient condisdor either knowledge or justification.

3. Neuro Reliabilism: Representational Success arg@imilarity Spaces

Paul Churchland (2007) attempts to take a relsthélpproach to epistemology, divorce
it from propositional attitudes, and explain how wan have non-propositional
knowledge. Churchland begins by enumerating masyances of know-how. The
examples include the capacity or skill knowledgegessed both by humans and non-
humans. He argues that much of what we call knabgdehas little or nothing to do with
the fixing of propositional attitudes. He recogmizbe importance of truth in classical
approaches to reliabilism, but he resists talkifgtrath since (a) it attaches to
propositional attitudes, and (b) much of our knalgle is not about fixing propositional
attitudes. In place of truth, Churchland formusatenotion of representational success
that is compatible with analyses of neural network® keep things simple, consider a
three layer feed forward neural network. Afterirtiag, each different pattern of
activation across the hidden units is a differamhpin that space. We can then measure
the distance between points (which Churchland oftars to as similarity relations).
Churchland treats (somewhat metaphorically) sinitylaspaces as maps that guide our
interactions with the world. Just as a map is esentationally successful when the
distance relations on the map preserve distanaéiaws in the world, conceptual spaces
understood as similarity spaces are representdlitiosaccessful when they preserve
similarity or distance relations between pointstiate space and the world.

4. How Representational Success and Reliability saCome Apart

We will present the results of two neural netwo(kEl and N2) trained to classify
images of faces as either male or female. N1 vedsed on the set of images A; it was
tested on images it had not previously seen, sefiBwas trained on B; it was tested on
A. Both networks achieved equal levels of sucamsshe images. In spite of the
preceding, we will show that N1 and N2 set up défé similarity spaces. This is a
problem for Churchland’'s position since he definesliability in terms of
representational success, and this latter notiolefimed in terms of structure preserving
mapping between points in similarity space andufest of the world. It seems quite
natural to say that N1 and N2 are equally reliablgt, because they set up different
similarity spaces, we will argue that it is not alehow they could be equally
representationally successful, given the work Chiared expects representational
success to do.

There is a difference between (a) being reliallé @) explaining the source of
that reliability. We will show that we can undersfawhat it is for a system (a face
classifying neural network) to be reliable indepamicbf understanding the source of that
reliability. Churchland uses the notion of repréational success (or preservation of
distance relations) both to define reliability adunderstand its source (i.e. to do both
(&) and(b)). This is a source of potential problems forgisition.
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5. Conclusion

In spite of the problems, we recognize there amesattractions to the sort of position
Churchland is putting forward. While we do notthiit has the range of applicability
Churchland suggests, we do not take ourselves ¥e hagued that representational
success is a useless notion. We will close withesoonstraints that need to be satisfied
for the notion to be a useful one.
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Abstract. This paper compares two recently detailed metaphlysiccounts of
reality. On the one hand we have Luciano Florititdormation realism” and, on
the other David Armstrong’s view that the generalture of reality can be
described as “states of affairs”.

Floridi postulates the information object as thétgrcentral to information ethics
and hisinformational realism In developing the concept he draws heavily upon
object oriented (OO) programming theory. Inforroatl objects are reckoned by
Floridi to be, in a sense, ontologically primitie@d as such naturally occurring
mind independent structures dynamically interactivith one another. Floridi
employs OO like terminology such as “properties’ dinelations” in order to
clarify his concept of the informational entity.

Armstrong on the other hand postulates that thédyatl that there is, ia world

of states of affairs A state of affairs according to Armstrong cotssisf a
particular, which has a property or alternativelyetation which holds between
two or more particulars. Each state of affairsvalt as constituent higher or lower
order states of affairs is a contingent existeRurthermore the properties and
relations attached to states of affairs are unalers

These two theories, whilst exhibiting marked resamtes also reveal
fundamental philosophical differences yet both mfie to present a unified
metaphysical schema, an ontology. Of great intesethe fact that here we have
two strong competing theories. The situation bemgscal comparison. Such a
comparison is the primary aim of this paper.

The idea of thdnformation Objectas being somehow ontologically fundamental has
gained traction recently not only in computer pesgming circles but also
philosophically. We could attribute this newfoumapularity, particularly with regard to
philosophical interpretations, with the fact that liwe in the so callethformation age
We, at least in the developed world, view the wattidough information-coloured
spectacles these days. Adding some substanceigocldim is the fact that our
information systems are designed and developed) tiaghionable object oriented (OO)
methodologies. Information modeling is now theemted process by which facts or
propositions, the sentences that demarcate theugstates of affairs and “things” of
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which the modeller is interested, are defined wvidbjéct class” structures. Such
structures in turn represent various propertiesabier andrelata.

The information object in this sense is an intaly fitting and elegant way of
representing the problems we attempt to solve emaptational means. OO design and
development is “instrumentally reliable” — it works The majority of modern
implemented information technologies across theirengamut of industries and
applications typically employ object oriented aparbes. The focus has shifted from
procedural algorithmic processing to an objectahrimethodology and as such states of
affairs and “things” are abstractly modelled asf-sehtained (encapsulated) object
structures, responsible for their own identityatieins, properties, states and behavioural
rules. It's perhaps not surprising then that weghniponder; could the universe be
interpreted and/or represented in such a way?

From a wider perspective what is often termeddbmputational turnhas given
rise to the informational object concept centralatal emerging as fundamental in an
informational ontology developed primarily by Lus@Floridi (2002, 2004, 2008). The
concept is important for Floridi since the inforioat object plays a role central to his
Information Ethics (IE) and Informational RealistR). But more than this, the idea of
the “information entity” seems to offer new ways ohderstanding epistemology,
semantics, scientific explanation, and ethicsoriél has developed a detailed picture of
the information object (or entity as he sometimabscit) employing Object Oriented
programming and design methods and theories tdycthe concept.

Whilst Luciano Floridi's notion of the informatiosbject is somewhat analogous to
the OO conception of an object in a recent papagled for a variety of reasons that
information objects, certainly within the contextFdoridi’s informational realism, don't
seem to be much like OO objects, certainly notkihd employed in an OO class model
or an OO program. Arguably the most significarffedence is that OO objects act
unequivocally as referents facts, as Wittgenstein (1961) would have put it, or what
Armstrong (1998) callstates of affairs | think there is certainly a similarity between
OO objects and Floridi’'s conception of the inforioatobject but | suspect the similarity
is more harmful to the idea of the information abjéholding any independent
ontological status or existing independently asagtiqular category. The similarity is
that both object concepts are largely conceptualdiyre. Yet Floridi seems to want to
confer a stronger ontological status to the infdiomaentity. Problems arise if the
information object is indeed conceptual. Followirauden (1977, p48) such entities can
have no existence independent of the theoriesmithich they are postulated.

Nevertheless the concept of an information enstgertainly a convenient and
relatively intuitive way of bundling up constitueptoperties and relations belonging to
the particular in question. Those properties and relations arfaét what philosophy
sometimes calls universals and it is each partic{dastinct information objects) that
instantiate those universals. The universals thbmas are the constituents of
information objects shared across many objectseerd are some that deny the existence
of universals (nominalism) and we shall considés ith the full paper.

Armstrong (1998, p95) questions the need to resegan independent category of
particulars. He argues that whilst properties aaidtions can be known “the bearer of
properties and relations, it is alleged, cannokfi@vn. Why then postulate a bearer?”
The postulation of bearers, Armstrong argues, agpedack ontological and epistemic
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economy ipid). This raises the question, is the Floridian infation object the same
kind of thing Armstrong terms laearer?

From the OO perspective a particular informatibfeot (or class, although the two
concepts differ slightly and this will be explaingd admittedlyrepresentativeof a fact,
state of affairs or physical object, this rendérs ©O object second order to the actual
fact or state of affairs. Furthermore | taketiisimeant to be information objects all the
way down. But we already see this isn't the cabd@ormation objects are essentially
bundles of properties and relations, whilst norinfation object can be strictly identical
with another, the properties and relations can anel identical across multiple
instantiations of similar objects. Whilst they dot exist outside their instantiations it
would seem properties and relations hold a morddmental ontological position than
the information entity.

Thus to uphold the ontological reality of “infortitn objects” or in Armstrong’s
case “states of affairs” seems to entail the adamssf properties and relations yet there
would certainly be some philosophers who would ddmat the reverse holds. There
seems to be little controversy in the admissioproperties and relations since a denial
results in the denier having to come up with arratite theory of classes. It is
individual objects or states of affairs that exhifmore or less identical properties and
relations that we bundle into classes.

This paper compares Armstrong’s descriptions afpprties and relations with
those affiliated to Floridi's information object meept. Further we will consider how
similar (or different) the information object comteas to the Armstrong’s conception the
state of affairs.
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Abstract. Scientific explanatiomnd more recentljpformationhave attracted
considerable philosophical attention. Little calesation however has been given
to making sense of the concept of information usitin debates surrounding
explanation. Some may deem there is no problepe ®olved here. Yet we
observe within the literature on scientific expléom strict examinations of
profound philosophical concepts. Writers are ap#o explain causal, epistemic,
ontological and nomological accounts of explanatibrof which in some way

rely upon and take for granted the role of infoiiovat

We like to think these days we have, at least #wrimings of, a coherent theory
of information. This paper cherry picks a coupiénteresting ideas within
scientific explanation and attempts to reconciedbnerally received view of
information with those particular explanatory aastsu By the received view |
mean theGeneral Definition of Informatiomostly attributed to Luciano Floridi
from around 2003 onwards. As a result of this atigation some profound
questions arise; is an “ideal explanatory texte(Bailton, 1981) essentially an
informational concept? Can we make sense of dagrkdtip between causation
and information? Just how are the concepts rekteiddo we need a satisfactory
account? And finally, is it possible to proposeuaely information-centric theory
of scientific explanation and if so, could it beignificant improvement on current
theories of scientific explanation?

Everything that exists makes a difference to thesabpowers of something.
David Armstrong, 1997, p. 41)

Introduction

Wesley Salmon iil€ausality and Explanatioauggests that to most
people, the fact that there is a close connecttwéren causality and
explanation comes as no surprise (1998, p. 3). wmtk distinctions can
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certainly be made between the two concepts therenany convergences.
Salmon argues, “In many cases to explain somethitgstate its cause.”
(ibid). I happen to think a similar story can be tolthwegard to
information and explanation. To have somethindairpd is, at least
from an ordinary language point of view, to be mfied. There is a
certain structure about scientific explanation,\thgous relationships
between laws and theories, and information seerhs tbe flesh on these
bones. It follows that the concept of informatmight benefit from an
investigation into the connections or relationd thast between it, causal
concepts and explanation and it is this particodar of worms that this
paper intends to open.

Information, Causality and Explanation

The body of philosophical literature on scientdiplanation is
substantial beginninty with the deductive-nomological (D-N) model
(Hempel & Oppenheim, 1948., Hempel, 1965) whereiargific
explanations were considered deductive argurfierSsimon (1971)
followed with the statistical relevance (S-R) mouhebrder to deal with
explanations of low probability events not adeqglyadealt with by
Hempel’'s explanatory models. Later Railton (19/931) proposed a
deductive-nomological-probabilistic (D-N-P) modela further attempt
to explain events that happen by chance. Morentgcé/esley Salmon
proposed a casual theory of explanation.

Salmon’s principal claim was that a scientific kxation is
constituted by a state of affairs predominantiypgegsed as a pattern in
the world where that pattern consists of at least@ausal process.
Causal processes Salmon argued (also Railton, d®@later Dowe,
2000)necessarilytransmit information (1998, p.16). Salmon exptain
this as the ability of a causal process to tranamitark. Causal processes
are described by Salmon as being continuous (lysigally spatio-
temporal way). This view contrasts with the popwiaw of causality
being a “relation” between particular events (these and theeffec).
Salmon'’s theory is perhaps most eloquently clatiffrehisAt-At Theory

16 Although the roots of scientific explanation andlarstanding can of course be traced back
well beyond Aristotle, recent philosophical histoegarding scientific explanation is
generally considered to begin with Hempel and Oppen’s ground breaking pap8tudies
in the Logic of Explanatian

1" The degree of informativeness of a logically deiecschema in perhaps controversial,
however given scientific explanation has moved emsaerably from the Hempelian D-N
approach we can safely leave this controversy &osite.
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of Causal Influencél977, reprinted in Salmon, 1998). The At-At theor
Salmon claims not only resolves Zeno'’s arrow paxaddut also
proposes a foundation for a concept of propagatiarausal influence.
Information plays a significant yet largely unexpkd role in virtually all
of the models of explanation particularly SalmoftsAt causal theory.

The usual constraints prevent this paper from aaledy
summarising in full the development of scientifigpanation from
Hempels D-N model through recent attempts at daachihodel of
explanation and so | intend to choose two partiguiactures in the
history of scientific explanation in the hope ofttag some light upon the
controversial three way axis betweaaformation casualityand
explanation As is often the case in philosophy the follogvin
investigation is most likely to end in more, yepkéully new and
interesting questions regarding the nature of médron. Thus, my two
starting points with their associated problemsaaréollows;

1. Peter Railton makes a distinction between whatehmag the “ideal
explanatory text” and “explanatory information” @8 p. 240).
Railton openly admits in his 1981 paper that whilss typical to
speak of sentences or texts conveying informat@rkiows of “no
satisfactory account of this familiar and highlyngeal notion” (1981,
p. 240). Further he admits that the neither ddes riotion of
information defined by Wiener and Shannon appearfittohis
explanatory theory. Given that Railton’s work dooes to influence
attempts at theories of explanation, in particlaicher’'s (1989)
unificationist account, an enquiry into Railton’sexplanatory
information” seems overdue.

2. Wesley Salmon’s development of Reichenbach’s “nmagthod” in
his At-At Theory of Causal Influence makes thoughdlaims about
information transmission as a result of causal ggses. Salmon
makes a clear distinction between causal proceasds pseudo-
processes, the latter he claims have no abilityattsmit information.
| will evaluate Salmon’s claims with examples andmeine how
Salmon’s concept of information transmission sgslavath our
current views about information.

This investigation | think raises profound quessiois Railton’s concept
of the ideal explanatory text essentially an infational concept? On the
other hand can we make sense of a relationshipeleeteausation and
information? Just how are these concepts relatddla we need a
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satisfactory account? Finally, can we proposentorinationally centred
theory of scientific explanation? Rather thanratieto conclusively
answer these questions in this paper, | hope 1d Bniargument around
the fact that the topic is one worthy of serioussideration.
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Abstract. Biologically inspired computing usually addressesmputing
functionalities inspired from biological systemsefgtic algorithms, neural
networks, cellular automata, artificial life, ..jlowever, living organisms also
resolve efficiently some other problems that havebé addressed in order to
accomplish the next computational turn,: achievtng robustness (reliability and
power-dissipation) enabling making useful compotasi by means of ultimate
CMOS (to be reached by the beginning of the nextdek and post-CMOS
technologies. Thus, biologically inspired robustpaiting can be viewed as an
emerging topic of biologically inspired computinrgomplex organisms have the
remarkable property cfelf-healing Two fundamental features are on the basis of
this ability. Organisms are constituted of largembers of basic units (cells).
Cells surrounding injured parts can substitute teaddcells and regenerate the
damaged structures. Also, the cells themselveseazver from various damages,
for instance by repairing their DNA. Furthermoiigirlg organismgegulatetheir
physiological parameters to the changing exteraatitions and their own needs
(e.g. the regulation of insulin levels in resporieesugar levels). As another
remarkable property, thautonomic nervous systeaf higher animals controls
important bodily functions (e.g. respiration, heaate, and blood pressure)
without conscious intervention. Building computeaving similar properties and
achieving the robustness they confer is an olddrefacomputer scientist. But so
far, related researches did not lead to a practetithealing, self-regulating,
autonomic computing paradigm.

Ultimate CMOS and post-CMOS promises and challenges

We argue that today there are several convergictgrawhich pave the way towards a
new computing paradigms realizing this old dredimese factors are three-fold. Two of
themare related with the technology scaling.
- Ultimate-CMOS and post-CMOS technologies promisegrating trillions devices
in a single chip. Thus, single-chimassively parallel architectures become
mandatoryfor utilizing the huge numbers of devices integdaih such chips.
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- At the same time, aggressive technology scalingagtgp dramatically process,
voltage and temperature (PVT) variations; sensjtivio electromagnetic
interferences (EMI) and to atmospheric radiatioaufrons, protons); and circuit
aging; and also imposes stringent power dissipatmrstraints. The resulting high
defect levels, heterogeneous behavior of identigedcessing nodes, circuit
degradation over time, and extreme complexity,cafalversely fabrication yield
and also prevent fabricating reliable chips innudtte CMOS and post-CMOS
technologies. These issues are the main show-stppehe path towards these
technologies that pave the way for the next contjmutal turn.

The above two factorsplead for a self-healing massively parallel cormauparadigm.
But, this is not a trivial task. Copying with faiks (a property also known as fault
tolerance) induces high area and power penalties.fdrmer will drastically reduce the
available computing resources, while the latent®mpatible with low power operation
(one of the tightest constraints in ultimate CMOB)rthermore, conventional fault-
tolerant approaches (DMR, TMR etc) consider thdurfas affect a single component
among several redundant ones. This assumption isnoee valid in the extreme
integration of ultimate CMOS, where transistors smesmall that comprise a few atoms,
neither under the even higher integration levelsnmpsed by post-CMOS. In these
technologies we may face the following challenges:

- All processing nodes and routers in a massivelplfgrtera-device processor are

affected by timing or transient faults,

Hard faults may affect some parts of each node,

Hard faults completely destroying a new node arevery few days,

Circuit degradation is continuous and requires iooous self-regulation of circuit
parameters (clock-frequency, voltage levels, badg)bto maintain it operational.

Biologically-inspired enabling approaches

The Cells frameworkQn-Chip lf-heding Tera-Device Proces®yrdiscussed in this
paperbrings-in the third factor: a drastically new system-design paradigm achgvin
high yield, and highly-reliable uninterrupted op@a for highly defective on-chip
massively parallel tera-device processors at lovdware cost. Power reduction and
enhanced performance are also achieved threaetffregulation of circuit parameters
(voltage, clock frequency and body bias). Groundkirgy innovations were introduced
at all levels of theframework including its overall architecture, its particula
components, and the way the cooperation of thesganents is architected to optimize
the outcome. They enable continuous adaptationréwit degradation, heterogeneity
and changing application context, as well as diete@nd correct operation restoration
for all failures induced by high defect densiti®y/T variations, internal and external
disturbances, and circuit degradation over timeesults in a holistic self-healing self-
regulating approach allowing:

- Making usable tera-device technologies affected tigh defect densities, sever
variability, increasing sensitivity to disturbanaasd accelerated aging.

- Implementing single-chip massively parallel seléliwg tera-device computers
delivering unprecedented computing power, whichbenahanging our computing
paradigms and should have a profound impact ocoafiputer application domains
(including embedded systems, telecommunicatiowaerdss, internet infrastructure
and utilization, cloud computing, ...), as well aseace and technology and the
society as a whole.
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In the Cells Self-Healingis achieved by two means. Single-chip massivehalfm
processors resemble to living organisms in that Hve constituted of large numbers of
basic units (processor cores, routers and linBs)ls takes advantage of this similarity.
Like cells in living organisms, operational unieplace unrecoverable faulty units to
restore system functionality transparently to tingaing application executions. Also,
like cells in living organisms, processor coresjteos and links are able to recover from
several kinds of failures, by using new innovatiaats circuit-level fault tolerance
(Anghel and Nicolaidis, 2000), (Nicolaidis 2005)Anghel and Nicolaidis, 2008),
(Nicolaidis, 2011), (Yu, Nicolaidis, Anghel and gainoh, 2011) and self-regulation.

Furthermore, similarly to the non-deterministicgdband opportunistic manner in
which cells in an organism achieve self-healing] aelf-regulation,Cells uses new,
non-deterministic routing, task allocation and sthmg algorithms, which make local
decisions in opportunistic manner (Chaix, Avreskgrgainoh and Nicolaidis, 2010 and
2011). They allow addressing the complexity problgimavigating in a complex and
changing network (thousands of processors and myutmillions of possible
communication paths, continuous circuit degradatidrequent occurrence of
catastrophic node and router failures, and unptadlie router congestions).
Conventional deterministic algorithms used in nosyadmassively parallel multi-chip
systems, which exhibit low defectivity and highceiit stability; use static routing tables
containing pre-established routes, and static sdimgdand allocation algorithms which
consider: fixed clock frequencies; rarely failingkls, router and processor nodes; and
similar power-dissipation for all nodes. Such aitjons, used also in early proposals for
designing massively parallel processor chips (Z&adlet and Napieralski, 2008), are
ineffective in a highly defective and fast degradiardware.

Together with the highly innovative circuit-leveluit-tolerance, routing, and task
allocation and scheduling; automatic monitoringatool, andself-regulationof circuit
parameters ensure optimal operation: meeting pegoce requirements while
minimizing power under circuit degradation and iy application context.

It results in a computing paradigm that achievelsustness in a manner that
resembles to biological systems in multiple aspeEtss trend should be necessarily
reinforced as post CMOS will enable ever highezgnation complexities.
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Abstract. While are occurring the computer-mediated intéoast for the weaving
of relations between fragments of a documentanhieec structures appear,
vocabularies emerge... Can programs be designed o théd effervescent
creation not to diverge too quickly? One commorusoh is to rely ona priori
well-defined and closed vocabularies (the so-caflatblogie$ from which the
names being used to describe (annotate) and cofragotents are to be chosen.
What can be done if such vocabularies aren’'t avigfaln other words: can a
system be designed to allow the dynamic constmatiovocabularies? We now
propose a first version of such a system.

1. Introduction

We study the process of the construction of doctsnéife observe the emergence of
documentary structures. This emergence relies erctbation of dimensions as sets of
relations. We aim at providing computational medbas to assist the construction of
dimensions. First of all, we introduce the notidnaonon-trivial machine. By using a
notion of computation seen as ordering, and by tigp@m pragmatic point of view on
the notion of meaning, we can redefine the objectis: programming mechanisms that
could ease the circulation of information for thanstrivial machine.

2. Meaning and computation
J.V. Uexkill (1956), a father of ethology, develdpe theory of meaning in order to

explain in a unified way what he observed in makgasions on different kinds of
animals: the same object placed in different emwirents can take a different meaning.
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Thus he deduced that the qualities of an objecbaleperceptive attributes given by the
subject with which they havecannection

Furthermore, when G. Bateson (1972) wonders vihabuld mean for a computer
to “think”, he comes to the conclusion that:

“What ‘thinks’ and engages in ‘trial and error’'tise man plus the computer plus
the environment. And the lines between man, compaite environment are purely
artificial, fictitious lines. They are lines acrogge pathways along which information or
difference is transmitted.” p. 491.

Bateson tried to get rid of the subject/objecthdiomy by considering systems
described as networks of differences.

It links directly to a pragmatic view of meanirekén as an effect of the dynamic
creation of relations. In (Saulnier and Longo, 200te idea of “conceptual
frameworks” is introduced: meaning is to be founmd the movements from one
framework (or level of meaning) to another. Peiscedbncept of ainterpretantis not
far:

“A sign [...] creates in the mind of that person eguivalent sign, or perhaps a
more developed sign. That sign which it createalll the interpretant of the first sign.”
(Peirce, 1897) (8228)

And themeaningwould be this dynamic process of building an iptetant...

Finally, H. Von Foerster (2003) proposes a dabnitof computation as ordering.
Ordering can be (i) a description of a given areamgnt, or (ii) a re-arrangement of a (i).
Moreover, he defines a non-trivial machine (Turiikg) as a machine for which the
outputs depend on both the inputs and the stateeahachine.

Thus, the frontiers of the considered non-trivichine will include a computer
and a user in an environment. This machine isdgremic state of producing orderings.
“Meaning” is directly referring to this productiondeed, the machine is powered by
some desire (for example, the desire to explainhanpmenon) and the more the
production of orderings fulfills the desire, the nmaneaningful the process is.

Our task is then to program some mechanisms that ease the functioning of
such a machine.

3. Construction of dimensions

3.1. TREE CONSTRAINT

In the context of document engineering, what is woamly called “the problem of multi-
structured documents” is the fact that elementstroictures can be overlapping. Indeed,
the most used formalisms for documents representdfirst SGML, then XML) imply
tree structures.

All of the models proposed to overcome this diffig are centered on this
tree/graph dichotomy. However, for each local evantwo overlapping terms, those
tend to belong to different dimensionslevels of meaning
Thus, in the context of our multi-structured docuatseplatform (Portier and Calabretto,
2010), each time an overlapping situation occurth wérms belonging to the same
dimension, we offer the users the possibility tstmécture the dimensions (see Figure 1).
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Apart from the annotation of text intervals, redat are inter-weaved between
heterogeneous fragments.

An essential part of the research on hyperstrasturas created a notion of
dimension. The zzstructure of T. Nelson (2004)donensional hypertexts is certainly
one of the most relevant examples. The abstracttiim of a dimension is to group
similar ways of weaving relations between fragments

Indeed, a naive graph-based representation doé&n'appropriate synoptic views
(see Figure 2). Thus, the dimensions provide dsstbrelations that can compensate for
this lack of synthesis by offering new kind of repentations (see Figure 3).
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-based interface

In order to help the users in the process of orgatimensions, we are looking for
a structural constraint whose violation is ofteramiagful and quite easy to dynamically
detect.

The acyclism constraint seems to be well adagitakle for example the situation of
Figure 4 where a user successively created twociad®ms but when he adds a third

relation, a cycle appears.
Figure 4.
S After the
g free
oy creation of
some
relations,
first version of
preparatory work for Foleson a cycle
preparatory work for | appears
within the
udl!
- first version of dimension
The
user is advised to restructure the dimensions $o emmove the cycle (see for example
Figure 5).
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Conclusion

This work is a first step towards a different poafitview on computation seen as the
construction of orderings by a non-trivial machifréven by adesireto explain some
phenomenon. In such a configuration, new kindsrofymms have to be developed in
order to dynamically react to the user's actions toy example, computing the
appropriate times for helping the users to forneatizeir structural knowledge.
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Abstract. While aesthetics and cognition have traditionaigen viewed as
distinct from—even opposed to—one another, recdintings indicate the
beginnings of an “aesthetic turn” regarding cogmitiDoes this, in turn, open up
the possibility of a computational turn in the studf aesthetics? Can
computational methods such as modeling and simuldte effectively brought to
bear on something as mysterious and ineffable athetic judgment? Or is
“aesthetic cognition” a contradiction in terms? \&plore these questions by
focusing on the relationship between aesthetics aradogy-making, an area of
cognition for which some research groundwork hesaaly been laid. We will first
offering some illustrative examples of this relaship, and then examine a group
of computer models that have begun exploring meshanthat may account for
this relationship. Although rudimentary in theipedilities, these models point to
a computational perspective for investigating notyothe analogy—aesthetics
relationship, but the processes underlying aestlsetinition more generally.

1. Introduction

As Mark Johnson (2007) recently put it, “[Alestlestiis not just art theory, but rather
should be regarded broadly as the study of how hamzake and experience meaning”
(p- 209). Aesthetic considerations factor into Segiy mundane everyday experience as
well as in more exalted intellectual pursuits. Rdgay the latter, Robert Root-Bernstein
(2002) has used the term “aesthetic cognition” éfemr to the “pre-logical, emotion-
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laden, intuition-based feeling of understanding” §@) that guides creative thought in
science and mathematics.

In some quarters, the term “aesthetic cognitionjhinseem like a contradiction.
There is a deeply rooted tendency to view the aéstland the cognitive as distinct
from, if not opposed to, one another (Aiken, 19568t recent stirrings from various
guarters in cognitive science (e.g., Deacon, 200@iman, 2003) suggest that we are
seeing the beginnings of an “aesthetic turn” innitbge science.

2. A Computational Turn in Aesthetics?

Does this “aesthetic turn,” meanwhile, open uppbssibility of acomputational turrin
aesthetics? Can the study of aesthetics be opgnéal computational methods such as
modeling and simulation? If so, how can they beeaf¥ely brought to bear on
something as seemingly mysterious and ineffableeathetic sensibility? If not, what do
we make of Root-Bernstein’s (2002) claim that fagi@l intelligence will fail to provide
insights into human thinking or model its capalgifituntil aesthetic cognition is itself
understood sufficiently to be modeled and implerméity computers” (p. 75)?

Broadly speaking, there are two potential reastioto these questions.
Optimistically, one might contend that fields suat cognitive science and artificial
intelligence (Al) can—and, to some extent, alrehdye—shed light on these questions,
in part through the use of computer models, perlmgembination with findings from
neuroscience and experimental psychology. Theralss the developing field of
computational aesthetics (Hoenig, 2005). Despiesdmewhat different emphases—
which range from image-processing techniques to peoen-generated art to formal
analysis of artworks—the growth of this new fielfeos further evidence of the potential
relevance of computation to aesthetics (and vicsaje

In turn, skeptics might reply that longstandingolgems in aesthetics have
remained unsettled for a reason: There may simgljinhits to what we can understand
when it comes to matters of judgment, sensibilityd taste (Weizenbaum, 1976). To
explain aesthetic sensibility would seem to involgpecifying, formalizing, or
mechanizing those same intuitive processes that feendefined as unspecifiable,
unformalizable, or non-mechanizable (e.g., Polah9B1; Dreyfus, 1992). This debate
between optimists and skeptics is ongoing, encosipg®ther areas of human cognition
and behavior; in particular, it has been frameduadovarious theories and models in
artificial intelligence (Ekbia, 2008). Is there aeamingful way to resolve, or at least
advance, this debate?

3. Analogy-Making as Aesthetic Cognition

The perceptual and (especially) the aesthetic dsinas of analogy-making have been
downplayed in much research on analogy within dbgniscience and Al, where the
focus has instead been on “analogical reasoning, (/inston, 1980). Yet analogy is
not coextensive with reasoning, and the idea thatogy-making involves an aesthetic
component does have some precedence. For exampihe program Copycat—a model
of analogy-making in the microdomain of letter rsggs (e.g., “Ifabc is changed tabd,
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then how shouldkkjjii be changed?”)—the “computational temperaturehatend of a
run can be construed as a sort of aesthetic ei@uat the program’s answer (Mitchell
1993). Copycat's successor, Metacat, is able topemendifferent answers to a given
analogy problem—saxkjjhh andkkjjij in response to the example given above—on
the basis of three largely aesthetic dimensiongiformity, abstractness and
succinctnesgMarshall 1999).

Likewise, the idea that aesthetic sensibility imes an ability to perceive and
appreciate analogies has also been noted beforex@mple, Koestler (1964) refers to
the “hidden analogies” that inform the creative qa@ss in science, art, and humor.
Arnheim (1969) discusses the role of analogy inpgleception and grouping of visual
forms, including what might be called “visual rhysre Similar types of analogical
mappings can be identified in the plot structurédilms, novels, and other narrative
forms. Meanwhile, the role of aesthetic factorséience and mathematics has also been
explored (e.g., Papert, 1988; Sinclair, 2004) herthighlighting the connection between
aesthetic sensibility, insight, perception, andl@gpa Finally, computer models such as
Letter Spirit (Rehling, 2001) have explored theerahalogy in the more traditionally
aesthetic realm of alphabetic font (or grid forgksign.

4. Open Questions

Models such as Copycat and Letter Spirit suggestantially rewarding perspective for
investigating not only the analogy—aesthetics i@tghip, but the processes underlying
aesthetic cognition more generally. But to whateektcan such computational
approaches ultimately contribute to this joint uistending? What are the strengths (and
limits) of computer models that aim to simulate firecesses of analogy-making and
aesthetic judgment in human beings? Finally, igetheotential for common ground
between cognitive science/Al and the growing field¢omputational aesthetics?
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The social and its political dimension in softwarelesign

A Socio-Palitical Approach
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Abstract. Recent debates in philosophy and computing andnseieand
technology studies address the prolongation ofstwal in technical design and
development and thus the question of discursiviopeativity. Applying a wider
conception ofthe socialthan usually referred to in design research, tgmé an
initial elaboration of a socio-political approach doftware design. This approach
is based in discourse theory, deconstructivism ‘aad materialism’ and focuses
on the reproduction of power by tracing the perfatiity of hegemonic societal
discourses and their co-materialization with (ndimeg technological phenomena.
Making use of Karen Barad’'s material-discursive actoof performativity, |
argue that a socio-political approach to softwasigh needs to take into account
the ‘intra-action’ of material phenomena with refigarings of power relations in
intertwined epistemic and everyday work practicdhe objectives of this
endeavour ardijrst, to ask and make negotiable who (in/formal hidras) and
what (discursive hegemonies) is given normative graw design processes on the
basis of which social and technological imaginarsesond to investigate and, to
some extent, try to make tangible how these—mastiyonscious— normative
enactments co-materialize with material phenomenalations; anaéventually to
elaborate on how to widen human agency by opengages for maneuver or
trading zones when taking account of the agency homan/non-human
assemblages or material-discursive re-configuratafrthe world.

Recent debates in philosophy and computing andiaeiand technology studies have
expanded the question of the prolongation of theiasoin technical design and
development by taking into account the conceptisdudsive performativity. Inspired by
this discussion and applying a wider conceptiothefsocialthan usually referred to in
research on the development of computational atsifd present an initial elaboration of
a socio-political approach to software design. Tusio-political approach connects to
the notion of ontological politics (see Mol, 1998)d is based in discourse theory,
deconstructivism and ‘new materialism’. It focusws the reproduction of power by
tracing the performativity of hegemonic societaadiurses and their co-materialization
with (normative) technological phenomena.

Karen Barad’s (2007) materialistic elaborationtaf toncept of performativity shifts the
focus from a linguistic and discursive account effprmativity, which is linked to the
paradigm of the co-construction of society and medbgy, to the notion of co-
materialization. She criticizes earlier approacteeprocesses of materialization (as for
example introduced by Butler and Foucault) thattreeron the question of ‘how
discourse comes to matter’. Barad suggests thatftdwais on the social constructedness
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of bodies/materiality in fact neglects the questidrihow matter comes to matter’ and
puts an equal focus on the material dimensiongeney.

In my previous work, Donna Haraway’'s account ahl®died, situated practices’
and Judith Butler's concept of discursive perfoiikigt have inspired me to investigate
software design processes as entangled practiwemigd by technological concepts and
hegemonic societal discourses as much as by piofesself-conceptions of developers
and related workplace politics (see Allhutter 201Barad’s materialistic move that
resulted in her elaboration of ‘agential realismh@dd to such a perspective on software
design in that it conceptually takes into accouma agency of materiality or material
phenomena (see also Velden and Médrtberg, 2011).088n remains the question of
how to make use of a material-discursive accounpesformativity in applied design
research.

In this respect, | suggest that it makes senseed¢onstruct the journey of two
crucial concepts—‘agency’ and ‘materialism'—thatvlabeen travelling between
disciplines and research fields: While questions tieé agency of artifacts and
human/non-human (re-)configurations have intengiyeéen discussed in studies of
science and technology since the early 1980iesld@alatour, Law, Haraway), only
recently political science scholars such as Janen&e (2010), Diane Coole and
Samantha Frost (2010) have begun to integratesttasd of theory to rethink concepts
of political agency and to rework the notion of er@lism, now discussed as ‘new
materialisms’.

On this background, | argue that a socio-politiaspproach to software design
practice and theory needs to take into accountinb@-action’ of material phenomena
with reconfigurings of power relations (normativignd societal hegemonies) in
intertwined epistemic and everyday work practiddg. objective of elaborating such a
socio-political approach based on a material-dswear account of performativity is
threefold:

First, the aim is to ask and make negotiable whtogmal hierarchies) and what
(discursive hegemonies) is given normative powedesign processes on the basis of
which social and technological imaginaries (e.gemactments of societal differences
and epistemic dichotomies); second, to investigatd, to some extent, try to make
tangible how these—mostly unconscious—normativectements co-materialize with
material phenomena or relations (that are e.g. ldpment methods, processes,
artifacts); and eventually, to elaborate on howilen human agency by opening spaces
for maneuver or trading zones (Allhutter and HofmaR010) when taking account of
the agency of human/non-human assemblages or aladestursive re-configurations of
the world.
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A SOCIAL EPISTEMOLOGICAL APPROACH FOR DISTRIBUTED
COMPUTER SECURITY

Steve Barker
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Abstract. We present a social epistemological approachtréating an aspect of
computer security, which allows for multiple teigtit to contribute propositional
attitude reports to a community repository of testhial knowledge and for users
to adopt a range of epistemic positions for degdivhat constitutes justified
belief in different contexts.

1. Introduction

We discuss a key epistemological aspect of theriliged access control (DAC)
problem: in large, distributed computer systenkg the Internet, how can a decision be
rendered on whether a requester of access to arceses authorised to perform an
action on the resource if what kmown by the decision-maker about a requester is
“incomplete™? (And it is computationally too expérss for the decision-maker to
exhaustively search for all of the knowledge ie@tly) requires on the requester.)

Rather than simply rejecting the access requesh®tasis of the incompleteness
of its knowledge, the putative solution to the DAfblem is for the decision-maker to
accept the assertions of some individual, ultinyatieistedtestifier who “speaks for” the
requester and in so doing enables the decisionitaladetermine whether the requester
is authorised to perform a requested action onsauree. The notion of an ultimately
trustworthy source of epistemic warrant assumesaliaundationalist(Bonjour 1985)
position on knowledge/justification applies in tiRAC case; there is no infinite
justificational regress because what the trustedcgoasserts is so.

In Section 2 of this abstract, we suggest an atam, social epistemological
approach to the DAC problem. In Section 3, we dcanclusions.

2. An Alternative Approach to the DAC Problem

We argue for a community-based approach to testahomarrant and for testifiers
making assertions of thgaropositional attitudegRussell 1905) via a community-based
repository, which is a store of triplés, a, p) such thats is a source of assertions in a
community of source® ={s, s1, ..., sn} of testimonial warrantp is a propaosition,
and a is a propositional attitude that a sounc& has in relation tg.
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We note thap may be an atomic proposition or an arbitrary logioemula, we restrict
attention to the doxastic attitudes “believes” atigbelieves”, and we interpret a source
as suspending belief gnif it makes no assertion @f to the community repository. The
triples (si, a, p) representthatclauses, e.g.si believes thatsj is “bad debtor”.
Typically, in the DAC scenario, the assertions amnea requester’s reputation, e.g., for
being a “bad debtor”; the categories of requegtetse used are community determined.
In the context we assume, authorisation dependb@mssignment of a requester to a
category, e.gs is authorised to perform some action on a resaiffregs categorised as
a “good trader” (say). We suggest that what wepse is appropriate for addressing the
DAC problem in that it recognises the need for kiealge construction by a division of
epistemic labour, it allows for justified belief t.e community constructed (which we
hold to be more reliable than exclusively usingivittial, foundational sources of
testimonial knowledge) and it recognises that, he tontext of interest, “truth” is
appropriately held to be relative to a community.

It is open to decision-makers to decide what nathaf computation to use, with
the community repository, for them to have justifteeliefs for deciding on authorisation
requests. A decision-maker may simply accept thatpropositional attitudea holds in
relation top if some specific source 0 Z expresses that directly. However, this is far
from being the only option. A decision-maker may, €&xample, accept thatholds in
relation top because some, non-specific membek aisserts that or all members of
assert that or it is the “majority view” (variousigterpreted) of members & that a
holds in relation tg. Moreover, more complex requirements may be espees more
expressive logic languages, e.g., an acceptor megpathat applies in relation te if
somesi 0 Z asserts that and no sourceimisbelieves. It is important to note that we
allow individual decision-makers to decide on wianstitutes evidence for them
“knowing” that an authorisation holds, that the Whedge for this is socially constructed,
and that different forms of inferential knowledgél Wwe applicable for decision-making
in different contexts (cf. DeRose 1992).

In the evidentialist framework that we adopt (Fedth and Conee 1985), we say

that a decision-maker is justified in adopting the assertion by /82 that the
propositional attitude 2 holds in relation to the proposition p at the timéff the
attitudea on p is entailed by some computational method thastifiably holds to be
reliable for this entailment at the time t from theidential sources that justifiably
holds to be sufficiently authoritative for the page of making the inference thaholds
on p according to s at t.
Evidentialist-based interpretations of a varietyepfstemic positions will be adopted in
practice. It follows that we do not argue that fdationalism is not a meaningful
epistemic position to adopt in the DAC context. HiRaf we suggest that different
epistemic positions (e.g., foundationalist, Haaokéaundheretist, etc.) will apply in
different contexts. It is the emphasis on a pltyrabf epistemic positions that is
distinctive about our approach.

3. Conclusions

We critically assessed the foundationalist epistepwsition that has hitherto been
assumed in treating the DAC problem. We then ardioeda social epistemological
alternative, which accommodates propositional watét reports, community-based
testimonial assertions and the flexible use ofrgezof methods for producing inferential
knowledge.
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In future work we intend to consider repositoriggt maintain a history of
propositional attitudes and the epistemic issuasatise.
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Abstract. This paper offers a preliminary discussion of thlation between trust,
power, and information technology. It also explosesne implications for ethics
and politics of information technology.

1. Introduction

In recent years the issue of trust has receivechrattention in ethics and philosophy of
information technology. For instance, there is worke-trust and on-line trust: some
argue against e-trust (for example Nissenbaum 20@iije others are more optimistic
about trust in digital contexts (Taddeo 2009, 201R&10c, Turilli et al 2010).
Furthermore, in the field of social epistemologgrthis work on trust and knowledge
(Simon 2009, Taddeo 2010b), and people working lwe tvirtue ethics and
phenomenological tradition have developed a natioimplicit’ trust (Ess 2010, Carusi
20009).

While this attention to trust has produced indightvork relevant to both
philosophers and computer scientists who try toehtrdist, there is little or no attention
to relations between trust, power, and informatigchnology. This paper is a
preliminary attempt to explore this relation. Fitswill clear the ground by making a
claim regarding the epistemology of trust (I wited this later), then | will make two
claims about the relation between trust and poyigrtrust presupposes power relations
and (2) trust creates power relations.

This analysis will allow me to make some suggestiabout the implications for
ethics and politics of information technology.

2. Trust, Knowledge and Transparency

Although it is true that trust can emerge in uraieraind risky on-line environments and
that in one sense trust promotes transparencyuali &nd others have argued (Turilli

et al 2010), there is also a sense in which (at ttan only exist under conditions of
uncertainty and (b) transparency destroys trust.
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In order to develop these claims, we must challetige rationalist-contractarian
assumption entertained in Taddeo’s work, that stitannot appear a priori, but depends
on the assessment of trustworthiness by a rati@ntficial) agent (Taddeo 2010c). A
phenomenological notion of trust, by contrast, imee a sort of a priori, implicit form of
trust. This form of trust flourishes only in enuiiroents characterized by incomplete
certainty, knowledge and transparency. If there egamplete uncertainty, complete lack
of knowledge, and no transparency at all, we wdalde no basis for trust. On this point
rationalist-contractarian models are right. If, lever, if there was complete knowledge,
complete certainty, and full transparency, therelld/dbe no need for trust; the problem
would not arise in the first place.

This suggests that if political movements aimtfital, absolute transparency (e.g.
Wikileaks), they risk to destroy trust, which mbst situated ‘in between’ the epistemic
absolutes identified.

However, this is a claim about knowledge; whatudliust with regard to action?

3. Trust and Power (1)

If trust is not entirely freely decided by rationagients, but presupposed in social
relations, then we need to discuss how prior so@édtions, understood as power
relations, shape trust. There are a priori depesidsrthat enable but also constrain
agency with regard to trust. In a particular sooietwork, | ‘have’ to trust some others
and indeed some technologies (e.g. software) siaod, to the extent that, | am
dependent on them for the very practice | am ergjageln any social network, | am
dependent on some key, powerful actors and techiedavhich | ‘have’ to trugbecause
they are powerful. This means limits my agency wébard to trust. Power relations —
relations with others and with technologies — alyeshape trust ‘before’ any decision or
deliberation about trust is made.

If this is true, it does not only set limits tdats to model and implement trust in
artificial networks, it is also relevant for ethigahilosophical analysis of trust in digital
environments ‘inhabited’ or ‘crawled’ by both hunsaemd artificial agents. In the digital
age, trust crucially depends on power exercisedhey ‘architects, ‘providers’ and
‘webmasters’ of the social-technological networksatt form and transform our
interactions and practices (including academic tmar

But how did these social actors become powerfuthim first place? Does this
analysis preclude agency altogether?

4. Trust and Power (2)

Even a strictly rationalist-contractarian approagchrust must acknowledge that trust,
‘decided’ upon by rational agents, creates powdatioms and generates its own
normativity with regard to humans and their artficooperants.

If an agent A says ‘I trust you’ to an agent Bsttioes not only create expectations
A has about B’s future actions, but also involvedetegation of (discretionary) power
from A to B. In addition, and this is the normatiaspect, A makes B responsible. If A
trusts B to do something, then A holds B respoesfbt doing that. In particular, if B
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decides to do otherwise (trust presupposes thasBtis space of freedom), then B has
to provide reasons to A, explain why (s)he did dmtwvhat A expected him or her to do.
Trust is violated if no good reasons are given by B

This analysis of relations between trust, powexd aormativity is relevant for
‘horizontal’ social relations, but also for the ftieal’ relation between individuals and
the state. This works both ways:

(1) an individual A may trust state B, which ingdithat A delegates power to B to
do something and that B becomes responsible. A& tran then be violated by B if B
fails to do this and if fails to give good reasémsnot doing it.

(2) state A can trust its citizens B (not) to dengething, that is, hold B responsible,
and B can violate this trust.

5. Conclusion

I conclude that this framework, which tolerates aadhploys both rationalist-
contractarian and phenomenological approachesaleadacuna in the present literature
and allows us to analyze and discuss the power rdiime of issues in social
epistemology, information ethics and philosophynédérmation.

For example, in the Wikileaks case, there seeneta clash between on the one
hand a vertical ‘delegation’ model, which creates possibility of trust under conditions
of uncertainty, and on the other hand a model #ias at transparency, attempts to
provide complete knowledge, and seeks to abolishsétical delegation relation — and
thereby abolishes trust in the sense discussedeabov

Of course this analysis does not exhaust the nmespretations of the word ‘trust’
used in the literature. And perhaps a tension nesnaétween rationalist- contractarian
and phenomenological approaches. Furthermore,emgitbwer nor trust should be our
only concern in ethics and politics of informatitecthnologies. However, | hope this
exploration of the relation between trust, powend anformation technologies can
contribute to the expanding research on trust aftimation technology.
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1. Modelling Stable Environments of Systemic Trustwithin Multi Agent
Systems

Trust is often discussed on the micro-level of vidlials or discrete entities; instead |
would like to stress the benefits of systemic trimtt could be seen as a form of
mediated trust between entities. Based on the gitipo of the 'Homeostatic Feedback
Loop' by Anthony Giddens a stable social environneam be modeled for Multi Agent

Systems (MAS). The goal of this Model is on the drend trust is build as a non-
intended effect on the systemic level from whichthe other hand all participating

entities take benefit: The outcome is an auto-gista framework; or a homeostatical
systemic state. In this model trust emerges asethdt of non intended effects of distinct
actions between different Agents that could be rilesd as a functional cooperation.

The specific characteristic of the Casual Feeddambp - the core proposition
within the notion of a duality of structure (Giddeh984) - could be very useful for a
MAS architecture that enfolds a stable environm@bmpagna 2009). The main
assumption behind the concept of the duality oficstre is that actions and the
framework of these actions are organized recungival in terms of the social system
theory in the modus of an autopoietic sustainm@&itdens 1991). Within such an
environment of mutual but non-intended functioyalihe value of trust become an
emergent value or a non-intended outcome. Based aon early Paper of
Castelfranchi/Conte (1992) different kinds of co@ien could be described: Non-
Intended, Intentional, Out-Designed and FunctioRahctional Cooperation is described
as the best way to establish a fruitful and stablgeration between agents. This type of
cooperation could be related and captured as wsefudher conceptualized very well
with the Theory of Structuration.

The model | would like to present - by combiningetabove mentioned
propositions - consists in the mutual goal forithelved agents of an action-framework
that is functional for them although this is notedtly intended by their intentionally
motivated actions. Although this model claims toplein and accomplish a stable
framework for MAS it could be transferred to a Humegent set-ting in which by non-
intended effects a stable interaction frameworkrgegthat provides a favorable context
for mutual system trust.
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In the last few decades, computer analogies ofrtimel have dominated several central
fields of the philosophy of mind. The leading vers of the 'mind — computer' analogy
are based on the Interface Model of the Mind (Wtlinam's phrase), claiming that the
mind of an individual is analogous to a computethvan interface connection to its
environment. As opposed to this, | shall develdpetwork Model of the Mind, based on
an analogy between the socially extended mind andnaputer network, according to
which social relations and semantic content of\A&W are analogously structured. In
accordance with Clark and Chalmers' extended mymathesis, | shall argue that there
are active constituent parts of mental processssatte located externally to the mind of
an individual, just as there are semantic contexisrnal to individual computers.

A network model of the mind is the opposite of ittterface model in the following
sense. The interface model rests on the (Carté@sipired) assumption that there is a
surface on which the mind interacts with its enmiment. For a sociaxternalistthe
mind is extended over the limits of the body anddeeno "surface" of the individual can
be drawn. For a&ocial externalist, mental processes are more plausibdierstood as
social activities among interlinked individuals. dither case, it makes no sense alluding
to any interface. For a network model, what is egkin the structure of mental
contents is not separation but connection. Hertcexplains the mental in terms of
connections among mental contents in the mindséffefrent individuals.

At least two significant versions of the 'sociahohi- networked computer' analogy
can be developed. On the one hand, one can arguanfanalogy between socially
embedded individual minds and networked computarthis case, the connections have
to be understood as physical connections among aemgp(i.e., the internet) on the one
hand, and socially connected individual humans igatetworks) on the other. The
second version is philosophically more interestingugh. Namely, an analogy can be
drawn between semantic content on the net (WWWb)rma hand, and mental content
structured socially on the other hand. This analdggnonstrates that mental contents
cannot be individually located in our heads sirar@logically, semantically significant
units of the content are not necessarily contalmethe server but they are often spread
over multiple machines (e.g. cookies).

Regarding the connections among mental contentshall distinguish three
structurally different models of the individual mdirin terms of the relations among
mental contents. First, centralised (Cartesianfidaptviews argue that there is a centre
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of mental content (the soul, the mind, the Self,)eto which all mental contents are
(directly or indirectly) connected. Second, nontcalised (behaviourist/physicalist)

views claim that no centre of mental contents isvioted; the best model for the

relations among mental contents is a random grapiid, de-centralised models (e.g.
Quine) claim that there is a difference betweertraband peripheral mental contents;
though no clear distinction can be made betweenctiitingent and the necessary, a
gradual account of more and less central contemtde provided.

In parallel, there are three main models of theiatoelations among mental
contents. Those who accept centralised modelseahttividual mind will most probably
follow a multi-centred view of the social, claimitigat mental contents constitute many
centres of individual minds connected to each otladomly. (A logically possible
alternative to this would be arguing that theraisentre of the social as well, but no
serious attempt has been made in order to suppett a view.) Holders of non-
centralised models of the individual can apply th@indom graph set to the social,
claiming an equal distribution of socially explaiheonnections among mental contents.
Finally, defenders of the de-centralised view cldiat there are socially more and less
central contents and even if there is no singldéreesf the social, several hubs can be
identified.

Analysing different approaches to how semantic @anton the internet is
organised, | shall develop a topology of networkeded relations among mental
contents and argue for a de-centralised networkemnofdthe social mind, based mostly
on an analogy with A-L. Barabasi's research ortdpelogy of the internet. While doing
so, | shall allude to (1) the unequal distributiminlinks on the internet (the "rich get
richer" phenomenon), (2) the impossibility of comphetworks' being centralised ("the
winner does not take all"), and some differencesvéen inbound and outbound links
regarding the semantic significance of web pagaseB on these, | shall argue for a de-
centralised network model for the social mind, doling an analogy between the
structure of the content on the WWW and a grapbritecally equivalent model of the
mind to Quine's gradual approach between the deamiththe peripheral. However, there
is a slight modification in my own version. Fronethetwork analogy it follows that the
building of knowledge is not hierarchical, thoughis also not an evenly distributed
random model of connections among items. Howewer Jéast connected items are not
connected to gradually more connected items whiehing highly connected items. On
the contrary: they are mostly directly connecteddentral" hubs. Therefore, a spatial
metaphor of ‘central vs. peripheral' is misleading.

All the same, it can also be argued that even thdhg (physical) structure of the
internet and the (semantic) structure of the WWW analogous (and hence are the
structure of mental contents and that of sociati@hs), the connection between the two
is contingent. Since from the analogy it followsttta multi-centred view of the social
mind is incompatible with the actual structure b€ tsemantic on the web, on the
supposition of the analogy, no item of mental cot#ecan be located in individuals.
Hence, no interface can be identified. If so, tacial mind — networked computer'
analogy may serve as a useful weapon of sociatreatsts.
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1. Extended Abstract

Even though computers were invented primarily tdomuatize calculations, already
Licklider and Taylor (1968) emphasized the impoctnof the computer as a
communication device, with consequent shared kniydeand community-building.

There are two different approaches to social cdimgu(Wang et al. 2007), one
with the strong emphasis dachnological, computing sidend the other centered on
human, social aspectPresent analysis will be focusing the first kinod social
computing, a computational approach to modelingaafial interactions, including the
development of their supporting information and ocmmications technologies. The
main tools areimulation techniquessed in order to facilitate the study of sociaty o
support decision-making policies, helping to analiipw changing policies affect social,
political, and cultural behavior (Epstein, 2007).

Social computing is radically changing the chaacdf human relationships
worldwide (Riedl, 2011). Instead of maximum 150 wections prior to ICT (Dunbar,
1998) present social computing easily leads to oedsvof several hundred of contacts.
It remains to understand what type of society witherge from such massive “long-
range” distributed interactions instead of traditibfewer and deeper short-range ones.

As in the process information overload on indidtiuis steadily increasing, social
computing technologies are moving beyond sdoi@rmation processingowardsocial
intelligence (Zhang et al. 2011) (Lim et al. 2008) (Wang et28107), which brings an
additional level of complexity.

Social computing with the focus eocialis a phenomenon which enabéedended
social cognition while the social computing with the focus eomputingis about
computational modeling antkw paradigm of computingwill focus on the agent-based
social simulation (ABSS) as a generative computafi@pproach to social simulation
defined by the interactions of autonomous agentss@/tactions determine the evolution
of the system, as applied in artificial life, adi&l societies, computational sociology,
dynamic network analysis, models of markets, swagniincluding swarm robotics)
(Antonelli and Ferraris 2011), (Chai et al., 20183%. Gilbert (2005) rightly points out,
novelty of agent based models (ABMs) “offer the gibsity of creating ‘artificial’
societies in which individuals and collective ast@uch as organizations could be

- 262 -



The Computational Turn: Past, Presents, Futures?

directly represented and the effect of their intBoas observed. This provided for the
first time the possibility of using experimental timeds with social phenomena, or at
least with their computer representatioo;directly studying the emergence of social
institutions from individual interactioh ABMs are very useful computational

instruments but they should not be taken as “sgadiven though simulations with their

realistic graphical representations suggest theing “real”. Process of modeling and
simulation is complex and many simplifications assumptions must be made which
always must be justified for each application. k@it and Troitzsch 2005) Grimm and
Railsback 2005) (Axelrod 1997)

ABMs in general are used to model complex, dynahadaptive systems (Breiger
et al. 2003). The interesting aspect in ABMs is thiero-macro link (agent-society).
Multi-Agent Systems (MAS) models may be used fory amumber (in general
heterogeneous) entities spatially separated byettvironment which can be modeled
explicitly. Interactions are in general asynchro;mowhich adds to the realism of
simulation. (Miller and Page 2007) (Schuler 1994)

Social computing represents a new computing pgnadihich is one sort of the
natural computing, often inspired by biologicaltsyss such as e.g. swarm intelligence,
evolutionary computation or artificial immune syst In my analysis | will present
different paradigms of computation including so@amputing and modeling of cognitive agents
in the info-computational framework (Dodig-Crnkow011) (Dodig-Crnkovic and Mdiller 2009
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Abstract. Objects constitute significant elements of indiatl identity. Who we
are has a lot to do with what we have and with wsdtie we put on what we
have. This point is easier to appreciate in thd-lio€” physical world where
objects with various symbolic or non-symbolic valympulate our environment.
How about the online world, which is seemingly devof objects — at least in a
purely physicalist understanding of objecthood? Whke, if any, do objects play
in shaping online identities? We seek to addreiss dhestion by following two
lines of inquiry: post-structuralist accounts ofaguiobjects and recent work in
economic sociology on justification and mutual &gnent. These inquires lead to
two key propositions: (i) Digital artifacts are ®i@bjects, whichmediate
collective practices that seem to exert a strongefmf desire in the specific
circumstances of our times; and (ii) People opewithin various regimes in
which theyenactinformation and objects through collective prassiof situated
social orders. Here we integrate and extend thesdimes of inquiry in order to
explore the question of online identity. Our keguanent is that people’s identities
are mediated through digital artifacts (personabsites, personal profiles, blogs,
etc.) in a process in which the identities of thejsct and the object are
collectively and mutually enactday the network of people who take interest in

them
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1. Introduction

Objects constitute significant elements of indiatidentity. Who we are has a lot to do
with what we have and with what value we put on twke have. This point is easier to
appreciate in the “off-line” physical world wherjects with various symbolic or non-
symbolic values populate our environment. How abiig online world, which is
seemingly devoid of objects — at least in a purplysicalist understanding of
objecthood? What role, if any, do objects playtiagng online identities?

We take this question seriously, and seek a mégtranswer to it. We seek an
account that can do justice toings that matterthat offer potentials and resistances,
physically but also socially, historically, psycbgically, and so on. Although this is
admittedly a non-standard notion of materialism —edern philosophers often use
physicalism and materialism interchangeably (StplR009) — it is useful for our
purposes in at least two ways. First, it allowgasonsider the inherently material, not
necessarily physical, aspects of the online wdkktond, it opens a line of inquiry that
situates digital artifacts in how they relate tasérg social structures and in how they
embody and anticipate the future through the somterial practices that they allow or
disallow. The first point is important because daamt discourses in information
science, philosophy, and elsewhere tend to discthentunderlying materiality (even
physicality) of the “virtual” (e.g., Lévy, 1998).hE second point matters because it
allows us to see current online experiences fragnhiktorical perspective of modernity
(Day and Ekbia, 2010).

2. Two Lines of Inquiry

Our study of the relationship between objects atwhtity in the online world follows
two lines of inquiry. One is inspired by post-sturalist accounts of quasi-objects, the
other by recent work in economic sociology on figdtion and mutual agreement.
Originating in the psychoanalytic notion of “paftjects,” Winicott's notion of
“transitional object,” and the Lacanian notionalifiet petit a(object little-a), the notion
of “quasi-object” later appears in discussionsnmélisubjectivity by Serres, of scientific
theories and entities by Latour, and of technolagd virtuality by Lévy. In Lacan’s
(1991) psychoanalysigbjet petit astands for an unattainable libidinal object of desi
(e.g., the breast), which is imagined to be separfabm the rest of the body, in the same
fashion that an ornament can be detached from dldg.bAs such, it both drives and
limits the desire, and can be sought in the “othieVersing the order of the real and the
imaginary, the mind and the body, the self andather. In the age of the Internet, this
raises the question of whether our common fascinatind obsession with online
depictions of our identity — digital variants of ¢an’s “mirror image” — may be a
reassertion of specific (infantile?) desires. Angmg this question in earnest requires
empirical research on how identities are fluidlye{dre-)constructed on the Web
(Aboujaoude, 2011). However, the beginnings of mswer can be found in the writings
of Michel Serres (1982) who seeks to explain idgndéind intersubjectivity from a
materialist perspective. Famously characterizimgftiiet in a children’s game (a French
game resembling hunt-the-slipper) as a quasi-aobgmares argues that the identity of the
child who carries the furet changes as he becomséaa from others by becoming “it”
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(Serres, 1982). In so doing, the furet also cormntiw players and their positions, fixing
and stabilizing the collective. The passage offthet, in other words, allows the co-
constitution of both (quasi-)objects and (quasb)sats (Day 2010).

Economic sociology, on the other hand, shows thiajests and objects are mutually
qualified in different orders of worth. In theirtenpt to integrate economic and social
values in a single analytic framework, for instari@elatanski and Thévenot (2006) have
arrived at a set of principles that people reswmihtorder to justify their actions. These
principles, which operate within different regimes worth, are appealed to by
individuals depending on the particular “world” (polity) in which they inhabit in a
given situation. “Persons and things offer one lamomutual support. . . With the help
of objects which we shall define by their belonging to a afie world, people can
succeed in establishing states of worth.” (Bolataasd Thévenot, 2006: 131).

In previous work, these lines of thought have ledta two key propositions: (i)
Digital artifacts are quasi-objects, whigtediatecollective practices that seem to exert a
strong force of desire in the specific circumstanceour times (Ekbia, 2009a); and (ii)
People operate within variowsgimes of informationn which they enact information
through collective practices of situated socialersd(Ekbia, 2009b; Ekbia and Evans,
2009; Garfinkel, 2008). Here we integrate and extidmese two lines of inquiry in order
to explore the question of online identity. Our keegument is that people’s identities are
mediatedthrough digital artifacts (personal websites, pped profiles, blogs, etc.) in a
process in which the identities of the subjaet the object are collectively and mutually
enactedoy the network of people who take interest in them.

3. Online Behavior: Game and Identity

Take your personal profile on a social networkinte,sfor instance. The profile
represents/ou, but not in the sense that your photographef@ample, would represent
you. By creating a profile, in a way you createpresentation of yourself, your history,
tastes, hobbies, friends, friends of friends, am@rs But on closer scrutiny this et a
representation, traditionally understood as a stantat has a resemblanoaationship
to you. Nor is the profile simply an activepresentation noncausally couptedyou in
the way that most computer representations arevsslito be coupled to their subject
matter. The profile is an artifact that both meelaaind traces your network of friends,
hobbies, and history. As a complex event, not aessmtation, it constitutes a complex
site for the actualization of such a network. Lysthe profile participates in the
embedding environment, taking you to unforeseercgsawhile being itself shoved
around by others. In this manner, it acts like ahtars in a good novel who take on, we
are told, a life of their own, dragging the autladong with them (Bakhtin, 1984). In a
serious way, the fate of the profile is in the h&od others who take interest in it and
who build bridges between you and their profilesshort, your identity is enacted in a
collective process organized around your profitethe same way that the identity of the
child is shaped in carrying the furet. You becoritg tith the caveat that the nature of
the “it” in an electronic medium enables a stronglglleable, transient, and unstable
identity, providing enormous room for playfulnegantasy, illusion, deception, self-
deception, and so forth.

We want to explore these issues, especiallygands to computer games and how
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an individual’s “virtual” identity in a game mayr may not, interact with their identity in

the non-game (off-line) world. With the growing tpotial of personalizing game

characters (avatars) to represent individual featurthis question has become
increasingly meaningful and significant. For ins@nin games for health, we can
connect a Personal Health Record to a gaming phatéo that, through proper data
linkages to environmental signals, one’s real-liighavior would affect the game —
think of an avatar that becomes large, drunk,ladpending on how you eat, drink, or
behave. How would the change of the avatar inflteeyour real-life identity? Is the

avatar the equivalent of the furet? Or does itteess/more influence?
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Abstract. In the information age representational (informaticognitive, cultural,
communication) technologies instead of materialsdmecome the dominant factor
in the construction of social being. To concepuelthis shift, | suggest that
Aristotle’s dualistic ontological system (which tinguishes between actual and
potential being) be complemented with a third fasmbeing: virtuality. In the
virtual form of being, actuality and potentialityreainseparably intertwined.
Everything that is produced by representationahrietogies is a virtual being.
Therefore, in the information age, social being, toas a virtual character, as it is
produced by representational technologies. Infammattself is a product of
representational technology; while it is also ipteted being. This process of
interpretation takes place in human minds, andptioeess can be described as a
“hermeneutical industry”. The information societyinhabited by virtual beings,
so it has a virtual and open characteristic.

1. Technology and Representation

Technology is a specific form or aspect of humaenay, the realization of the human
control over a technological situatiofi.Every element of the human world is created by
technologies. Both human nature and the social gbegire the products of our
technological activity, and their characteristice determined by the specificities of the
technology we use to produce th&m.

All historical forms of human nature and of sock®ing are constructed (and
continuously re-constructed) or produced (and ooitisly re-produced) by historical
versions of technology. Technology has an ontokdgianus faceit produces both

18 This definition of technology is on a higher lewdlabstraction than usual conceptualizations
(cf. Feenberg, 1999).

¥ social (or human) being, obviously, has an actdle in the formation of any technology: given
technological and social relations coexist andrietate in a complex way, so that they
mutually shape each other. My view on construci®mrloser to that of Marxism (Lukéacs
1978) than to those of phenomenology (Berger andkraon, 1966) and of radical
constructivism (Glasersfeld, 2011).
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“things” and “representations”. For thousands afrge people used material (agricultural
or industrial) technologies where the material picidvas in the foreground, although
the symbolic content was also present.

The last few decades have witnessed a signifiteaitnological change, in that
“representations” have became dominant over théngli' products in the most
important technologies of our age. On the one haeely Cognitive, communication,
cultural, and informatioh technologies have emerged; on the other hand, the
representational or symbolic function of traditibtachnologies has become more
significant. As a consequence, the most importhatacteristics of the social being are
essentially transformed. The terms “post-industti&howledge / risk / information /
network society” all refer to a type of society wheepresentational technologies are the
dominant factor in the (re)construction or the grefluction of human nature and of
social being.

2. Virtuality and Openness in Information Technologes

The shift from material technologies to represéna (information, cognitive, cultural,
communication) technologies has important conserpgefor our notions akality. The
concept ofvirtuality has a central role in redefining reality. The tewmtuality” is
relatively new, but a brief overview of the histoof philosophy reveals that the
fundamental components of virtuality have beenrmesitely discussed (Ropolyi, 2001).
The central concepts in this respect are presemgddliness, and plurality. All three
acquire their meaning from a certain relation betwactuality and potentiality.

| suggest that the Aristotelian dualistic ontotmdi system, which distinguishes
between actual and potential being, be complementigd a third form of being:
virtuality. In the virtual form of being, actualitand potentiality are inseparably
intertwined. Virtuality is potentiality considered together hvitits actualization
Openness is actuality considered together witlpdissibilities. As compared to reality,
virtuality is reality with a measurea reality which has no absolute character, buthvh
has a relative nature.

All beings produced by representational techn@sgire necessarily virtual. To
illustrate how technologies produce virtual beindst us consider information
technologies. The characterization of informatieshhology should be based on an
understanding of the concept of information. Obslguinformation is a product of a
kind of representational technology, and thus ivirtual. In a hermeneutic approach,
information is “interpreted being” On this account, information technology is a
“hermeneutical industry”, where the production irfprmed by interpretation in the
minds of people. All the products of this “industigre virtual beings. Consequently,
social being in the information age is necessarilyrtual being. Information society is a
society where the typical beings are virtual orzes] so the whole society has a virtual
and open characteristic.

In a specific point of viewhe Internettoo, is a kind of information technology. It
is an intentionally created and maintained ar#ficvirtual sphere which is based on
networked computers and individual human interpi@tapraxes. The Internet is the
medium (or sphere) of a new, virtual mode of huraeaistence, basically independent
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from, but built on, and coexisting with the form@ratural and societal) spheres of
existence, and created by the late-modern humans.
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Abstract. The main goal of my talk will be to link the disese on trust in
epistemology with the philosophical discoursesrosttand ICT. | will argue that
linking these two lines of research is needed fretpend the notion of epistemic
trust. Epistemic practices in science as well asvieryday life are characterized
not only by their socialness, i.e. the fact thatrag collaborate and rely on others
in their attempts to know, they are also deeplyvaded by information
technologies. In short, | claim that a) contemppegristemic practices take place
in increasingly complex, dynamic and entangledstethnical epistemic systems
consisting of multiple human and non-human age}sthat trust is a crucial
concept to understand these practices, and cjrfoatnation and communication
technologies (ICT) play an important role in medigtiand shaping trust
relationship between different agents.

1. Trusting to Know

In 1991, Hardwig asserts that “[flor most epistengidts, it is not only that trust plays
no role in knowing: trusting and knowing is deeplgtithetical. We can not know by
trusting in the opinions of others: we may haverust those opinions when we do not
know ((Hardwig 1991): 693). This argument reststlo@ assumption that in order to
know, we have to be able to provide evidence, we lta justify our knowledge claims
with our own cognitive resources and cannot knowsinyply trusting the testimony of
others. Yet a closer look on epistemic practicesdience as well as in everyday life
shows that our knowledge depends deeply on trusthar people. Without trusting in
what others have told us, we would neither know esahthe most basic facts about
ourselves, such as the date and place of our Imiothcould we have achieved the most
advanced scientific knowledge. This is the cerdilgmma of testimony and epistemic
trust in philosophy: while on the one hand it sedhe almost everything we know
depends on our trust in the testimony of others,stiatus of testimonial knowledge and
the role of epistemic trust remain highly contreigr Yet things are even more
complicated. Within contemporary epistemic praditeist is not only placed in other
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humans, but also in technologies, processes,itistis and content. Indeed, information
and communication technologies (ICT) play a spe@é for epistemic trust, because
ICT is not only an entity that can be trusted skl T also increasingly mediates and
shapes trust relations between all other entiteesrel. Hence, to understand epistemic
trust, the role of ICT cannot be ignored and epistiegy has to take insights from other
fields of research, most notably philosophy of catimg and into account.

2. Trust and ICT

The special role of ICT for trust has been addiksseler different labels such as online
trust, digital trust or e-trust. While all termdeeto practices of trust that take place in a
digital environment, the different labels are rethto different research foci. Three of
them should be distinguished:

1. ICT as an entity of trust itself (i.e. how humagents place trust in ICT as a
technology)

2. ICT as a mediator of trust relationships betwhaman agents as well as between
humans agents and other entities (such as content)

3. Trust in multi-agent systems, i.e. trust relasi@amongst artificial agents as well as
between human and artificial agents

First, ICT can be an entity that is trusted itsedf. trust into ICT can be considered
as trust in a specific type of technology, henca apecial case of trust in technologies.
Here analyses of whether one can rightfully talbwthtrust in technology in the first
place (for instance (Nissenbaum 2001), or whetherta what extent we do or should
place trust in technologies have been discussdte§l@re, Antin et al. 2010)).

Second, ICT mediates trust relations amongst abge®en humans and non-human
entities to a profound extent. Even in the mosticdfmm, if communication between
two humans who know each other in person takesepldaa email, chat, social
networking sites or even telephone, ICT mediataa/den truster and trustee (cf. (Ess
2010)). Epistemic trust placed in such technologiasnot be fully understood by
referring to trust in technology or trust in persamly. Take the example of the online-
encyclopedia Wikipedia. If one trusts content froviikipedia, this practice of trust is
neither trust in a technology proper (namely the&issoftware), nor is it trust in
individual writers (which are often unknown), nancthis trust be fully explained by
institutional trust in the Wikimedia Foundationh&ve argued elsewhere, that trusting
Wikipedia should rather be conceived as trust etoertain socio-technical epistemic
system characterized by technological infrastragtepistemic agents (i.e. the users of
Wikipedia), and certain processes employed in mrgagépistemic content ((Simon
2010b)).

While Wikipedia ((de Laat 2010), (Tollefsen 2009\ agnus 2009)) and Blogs
((Goldman 2008)) have attracted some interest migpistemology by now, other types
of social software, such as recommender systerse@al tagging systems have not yet
received serious attention. Yet, in such typesoafiad software that function primarily
via aggregation, problems of trust are potentiallgn harder to tackle and the classical
means provided by epistemological analyses on imusstimony appear even less suited
for understanding epistemic trust within such agailons.
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Finally, there is another type of e-trust, whiststarting to receive attention within
philosophy: trust in multi-agent systems. Two ins&s of trust are crucial with respect
to trust in multi-agent-systems. First, there &rettust relations amongst artificial agents
within multi-agent-systems. (e.g. (Taddeo 2010l3¢cond, there are not only trust
relations amongst artificial agents, but also betwbhuman and artificial agents, which
are intrinsically more complex as (Grodzinsky, iilet al. 2010) have noted.

In my talk I will specify in more detail, how thesnsights from the philosophy of
computing could be made useful for an epistemotifgyust.
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Abstract

Computer simulations (CS) designate the curremngific condition. Inevitably, one has
to distinguish crash tests from climate simulatjcarsd one has to be aware of the
differing problem dimensions posed by e.g. the fatmn a quantum physical
system by a classical physical system in compaiisdhose advanced by an agent-
based simulation of a mass panic in a stadium. Witidout question, CS achieve
diverse tasks and have quite dissimilar reputatiomsfferent scientific disciplines.
But undeniably, CS brought with them a novel kifidmowledgea modified set of
research problemsand a transformed historical-philosophicamprehension of
science Thus, knowledge emerging in CS derives from tlenmuter-based
imitation of dynamic system behavior which penetraveryday life in forms of
ecological, medical, economical, or technical aggilons and decisions. Initially,
novel scientific problems and research fields histdly form where they would
not have been tractable without the digital mediaC&. And not least, the
traditional concepts of theory and experiment arssestially modified,
transforming the ,mode-1« science (Gibbons, 1994remand more into a
.behavioral science of complex systems" (Mahr, 200Bhis transformation is
based on an explicitly media-historical rupture kaar by the digital mediality of
CS. The digital media inherent in CS develop typiaad intrinsic modes of
operation and visualization in their application amalytically and experimentally
intractable problem fields. Sebastian Vehlken'sspr¢ation embarks on examining
the “social computing” aspects of a particular kafdCS in a two-fold way. First, it
will describe the specific (self-) organizationapacts of agent-based modeling and
simulation (ABM), zeroing in on several pivotal exales of large-scalsocial
simulations These range from crowd control (eMassive Insightand logistics
(e.g. TransSimps to epidemics (e.g°PLAN-C by NYU BioinformaticsGroup) and
large-scale models of the complex interactions ge#nés in whole societies (e.qg.
Global Scale Agent Modély Brookings Institutioh It will discuss the notion, the
epistemic function and the technological means ke bottom-up modeling
paradigm of ABM, providing essential advantagesro@& based on discrete
events. Whilst the latter are required to defirguasptions of the constituents of a
system and their interdependencies from top dowBiMAare decentralized and
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function without a definition of the global systdmhavior. The system behavior
emerges from the definition of simple and localbn (the level of the individual
agents) implemented settings. As Borshchev anggeli (2004) put it, ABM thus
better syrovides for construction of models in the absevicthe knowledge about
the global interdependenciesou may know nothing or very little about how
things affect each other at the aggregate levelytmt is the global sequence of
operations, etc., but if you have some perceptfdmw the individual participants
of the process behave, you can construct the ABelrexad then obtain the global
behavior.« The bottom-up performance of ABM indu@ssynthetic problem
approach by converging to adequate and contextadieme solutions in a process
of a systematic comparison and evaluation of differsimulation runs and
scenarios. Thereby ABM leapfrogs fixed object omteat allocations in an
exemplarily interdisciplinary manner. The mediattng of research in social
collectives reveals a reciprocal >socializationd atiologization< of computer
science and a likewise computerization of the $atigences when it comes to the
development of adequate ABM models for describioiiective behaviors in space
and time. The development of Animation Effects inGICis distinctly
interconnected with biological and sociological guter models of collective
dynamics, and vice versa. Second, it will consitlee importance ofdigital
visualizationsfor scientific research with ABM. The adherentdgpof Computer
Graphical Imagery (CGIl) exemplarily raise questioiag only about the status of
animated, 3-dimensional and dynamic digital images interfaces for the
refinement of societal “computer experiments” ahd tintuitive” handling of the
ABM by researchers. One must also ask about thetie &s ‘visual evidence’ and
‘representation’ for phenomena and processes imlsdgnamics which would
remain intractable without these digital ‘time-bdisenages’. Not least, the
technological conditions resulting of the multipfdtering-, smoothing-, or
thresholding procedures involved in providing “@aswalidation’ have to be
accounted for. These aspects have to be furthessiigated on the basis of a
media-technologically informed theory operational imagedinking the modes of
visualization of ABM with their programmed data bas the ABM software. And
since the development of certain Animation Effeatsthe CGI industry is
historically distinctly interconnected with biol@gl and sociological computer
models of collective dynamics, and vice versa, tiaed-, wet- and software
foundations of ABM can be short-circuited with appble modes of CGI
generation: both operate in a highly distributedhnga of >socially«< interacting and
>locally< defined agents. Hence, the presentatiomestigates the specific
epistemical and technological rupture marked byo@$he basis of ABM isocial
simulations The respective applications facilitate a modevisualization by
(synthetic and therefore operational) images whicldress the inconcievable
representationof complex social dynamics by generating vispetsentations
Only the observation of modeled processes in timtime of ABM enables the
evaluation and manipulation of critical factors aradiables and the ensuing re-run
of the simulation. And this results in a type ofndynical “data images” (see
Adelmann et al., 2009, Schubbach, 2007) yet tauktbdr investigated. It provokes
a type ofoperational imageswvith a highly socio-political dimension — images
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which depend on and which foster social decisiokinta in (time-) critical
environments.
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Abstract. Social simulation is a growing field that proposescomputational
approach to the social sciences. Simulation prevapowerful alternative for the
novel understanding of the epistemology, ontolagyl taxonomy of the social
phenomenon, structure and process. Social simalatem be anintellectual
resource and experimental fieldfor developing a novel notion of “social
phenomenon” within which various forms of humani@ttcan be represented.
Social simulation may be used to examine not jhst ¢urrent situation in a
society, but also possible social situations. Ctatsnodels that only use natural
language is inadequate for the comprehension addmimand complex systems in
the social sciences. Pure mathematical and/orstitali models are intractable.
Simulation may offer to overcome the limitationsotdssical models in the social
sciences. In this paper, we will propose five gahprinciples that should be take
into consideration in social simulation: Agent-Based Models: We describe
agency as an essential criterion for social simariat2- Game Theory: Game
theory is a study that can provide some formal tepislogical data for
understanding the rationalization process of imtlials. From the social
simulation point of view, discoveris an agentive-informational-system and we
consider this system as a set of complex princifflas should beationalizedby
simplification, approximation, optimization, and ngealization. 3- Control
Systems: In order to understand the autopoieticadyc and complex structure of
social systems, we should develop an organismicegtion of society in which
control mechanisms have an essential role for dog@ksmodels and simulation: 4
Tools: In social simulation, a stylized-computational-laage should be built in
which the data on social structure are coded apdesented in the computer
simulation. 5- Ontology: Emergence is one of theea#al concepts in the
ontology of social sciences in which certain thesiiry to explain the macrolevel
phenomena in terms of the behavior of microlevabrac

Social simulation is a growing field that proposesomputational approach to the social
science$’ Simulation provides a powerful alternative for tievel understanding of the

2 Gilbert and Troitzsch (2005: 5) explains the ma#ason behind the developing interest on
social simulation as follows: “The major reason $orcial scientists becoming increasingly
interested in computer simulation, however, is fistential to assistdiscovery and
formalization Social scientists can build vey simple modeld fhaus on some small aspects
of the social world and discover the consequentdbeair theories in the ‘artificial society’
that they have built. In order to do this, they dhée take theories that haeenventionally
been expressed in textual form and formalize theto ia specification which can be

- 278 -



The Computational Turn: Past, Presents, Futures?

epistemology, ontology, and taxonomy of the sogle@nomenon, structure and process.
Social simulation can be amtellectual resourceandexperimental fieldor developing a
novel notion of “social phenomenon” within whichriaus forms of human action can be
represented. Social simulation may be used to examit just the current situation in a
society, but also possible social situations. Gtassmodels that only use natural
language is inadequate for the comprehension oardimand complex systems in the
social sciences. Pure mathematical and/or statistiodels are intractable. Simulation
may offer to overcome the limitations of classicaldels in the social sciences.

In this paper, we will propose five general pritefpthat should be take into
consideration in social simulation.

1- Agent-Based Models:

Agency must be the central notion in social simalatsince the cognition of social
reality originates from agentive actions. We cldirat agency is the ontological and
epistemological constituent of social reality. dtdharacterized by agentive activity.
Agency must be the essential criterion for the ssscof social simulation. Social
simulation must consider the social phenomena fsma of action of a dynamic-
representational system, developed duringeraction within the environment.
Equating properties of the social phenomena witbperties of its elements
[individuals] is the basic mistake. Social struetwannot be a subject of a special
examination of the group of individuals. Behaviasidaagentive actions cannot be
found in the specific groups of individuals, but timee whole agent-environment-
interaction system. The discovery of social phenmna social simulation does
mean a new kind of action of the highly dynamicresgntational system capable of
making inferences from its structure and processriter to achieve new results of
action and form novel systems directed towards fthiere. Therefore, in social
simulation, discovery is not a mystical emergemipgrty of social phenomena, but a
form of agentive action necessarily following frahe development of a dynamic-
representational system.

2- Game Theory:

Game theory is a study that can provide some fore@btemological data for
understanding the rationalization process of irttligis. From the social simulation point
of view, discovery is an agentive-informationaligys and we consider this system as a
set of complex principles that should tzionalizedby simplification, approximation,
optimization, and generalization. In social simigiat this type ofationalizationshould
depend on idealization. Idealization transforms #mwironmental data into ideal-
agentive-rational-information. However, idealizatishould not be seen as abstracfion.
We consider the idealized information as one of Hasic capabilities of social
simulation, providing the preconditions for the piile behavior of agency in a very

programmed into a computer. The process of formtdin, which involves being precise
about what the theory means and making sure tistdmplete and coherent, is very valuable
discipline in the social sciences to that of mathtrs in the physical sciences.”

21 As Nowak (2000: 116) states, “idealization is nio$teaction. Roughly, abstraction consists in a
passage from propertiéd to A, idealization consists in a passage frdBito A-B.”

- 279 -



Proceedings IACAP 2011

complex environment. In the adaptiveness of agetheyjnformation of environmental
structure and organization may be graspatbnally, for the rationality lies in the
agentive attitude towards environmental structung @ganization, not in the essence of
environment itself. Therefore, there is not a hiddessence in the environmental
structure and organization that should be repredgerih a computational and
representational manner for thetional behavior of an agent. In social simulation, our
aim is to understand how propertiesrafionalizedagency are related to the behavioral
action that is performed under complex environniéstdeial situations. This type of
understanding requires idealization, as idealipatzan be seen as a method of
constructing informational structures in which dgéaned from the environment/society
can serve the goal of forming special typesrafionalized agentive interactions.
Idealization, in social simulation, leads an agdat a successful informational
approximation. ldealization is a type of theorizinthat includes specification,
approximation and optimization about certain sétagentive and social systems. The
presentation will include analysis of two game tie¢ical models for social simulation.

3- Control Systems

Social systems should be considered as self-orggninon-linear, dynamic, and
complex phenomena. From the computational or reptatonal point of view, dynamic
and complex systems are difficult to study becammxst cannot be represented in
simplified and hierarchical models. In order to ersdand the autopoietic, dynamic and
complex structure of social systems, we should ldgvan organismic conception of
society in which control mechanisms have an esalerdle for the social models and
simulations. There are several conditions for chmpshe appropriate strategy for the
control mechanism of an agent such as the availabfl data for the performance of an
agent, comparing stable and dynamic parameterseoénvironment, and the access to
explicit data about plans, goals, and the curreatesf affairs. For building computer
simulation for an agentive system, it is very impat not to restrict an agent to follow
only one predetermined set of rules but to givehé@ opportunity to choose and shift
different sets of rules according to its situatidiis can be done by a proper control
mechanism which can find a balance between stahititd flexibility of information in a
complex environment. In this section, we will alsgamine theProject Cybersyras a
control mechanism example for the social simulation

4-Tools:

In the presentation, we will briefly explain whatosild be the logic of computer
programs in social simulation. In addition, we valaim that, in social simulation, a
stylized-computational-language should be builiviich the data on social structure
are coded and represented in the computer simulafioe general concepts of this
stylized-computational-language will be brieflyrimluced in the presentation. Some
of these concepts are empirical protocols, nodielss,| data processing, boundaries,
taxonomy, observation period, randomization of peters, outcome validity,
process validity, and internal validity.
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5- Ontology

Emergence is one of the essential concepts inntwogy of social sciences in which
certain theories try to explain the macrolevel gireena in terms of the behavior of
microlevel actors. In this part, we will show tHatw a reflexive model in social
simulation can build an emergent model of the i@tabetween the individual and
the society.
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Abstract. Social media has played an important role as louknformation in
political change. It can contribute to the develepinof psychological and social
preconditions for dialog and democracy.

Information communication technology (ICT) made fiossible for people to
communicate beyond national borders. In particidacjal media play an important role
in making a place where people communicate eackr,oflor example Facebook,
MySpace, YouTube and so on. In other words, urntese circumstances, social media
function as the third place (Oldenburg, 1999). Feopave two essential and
indispensable places in their lives: one is hont amother is working place. Further to
those places, people have one more place wherecihwg have relationships with
others informally in public (what Oldenburg callédformal public life”). And the third
place contributes not only to unite people in comities but also to know how they
contribute in various problems and crises ther@r@tore the third place would nurture a
relationship with others and mutual trust under timeestricted access condition, and
also it would be open for discussion and grounddiemocracy (Oldenburg, 1999). In
this context, social media can provide the thimtplto users in some cases.

Social contexts of communication are defined bgggephic, organizational and
situational variables, and those variables infleethe contents of communication among
people (Sproull & Kiesler, 1986). And, in order tliscern social context cues,
communicators observe static cues (physical settowation etc.) and dynamic cues
(non-verbal behavior like gesture or facial expi@ssin communicating with others.
Communicators’ behavior is determined based orabaontext cues and they can adjust
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their behavior depending on situations throughpteeess of interaction between them.
However, in online communication, it is more diffic for communicators to perceive
static and/or dynamic elements compared to fadade-communication. Because in
many cases social media limit the number of chara@nd the amount of data that they
can post while making it possible for users to comitate regardless of physical
distance, national boundaries and time differei@e.the other hand, participation is
seen as the key element in the recent trend todemtbcratization and in real numerous
users send and receive a huge amount of informat@rsocial media to cultivate a
relationship with others and strengthen mutual argle beyond borders. In general, it is
recognized that social media advance participatiomugh exchanging information with
minimal social context cues.

Tunisian people shared information on what hapgeme¢he country and when and
where anti-government protests were held, by soc#lia such as Facebook and twitter.
In other words, social media seemed to supportigallichange in Tunisia. Behind it, the
number of the internet users is 3.6 million, whishi34% of the population total, and
there are 1.6 million users of Facebook roughlyiadent to 16% of the population
(Internet World Stats, 2010). Tunisian governmeatl tblocked particular websites.
Facebook was one of the few social media free ¢tessc Under these circumstances, for
the people living abroad, Facebook functioned @&wgny source of information to have
direct access to daily events in Tunisia.

Under these restrictive access conditions, saviedlia like Facebook provides
users with opportunities to communicate with othemd also to state their opinion, in
order to overcome constraint and the old regimehis context, social media serve as
the third place and users develop solidarity anidfoece identity through online
communication. As is obvious from the statisticatedon the internet users mentioned
above, it is estimated that the number of in-cquasers of Facebook are fewer than the
number of users living abroad. Many users followsétth what was going on in Tunisia
showing in-country users that they were all caratgput political change. And this
phenomenon is recognized as a kind of participatiigollective movement through
social media regardless of physical distance oe tilifference.

However, communication through social media hamesgroblems. At first,
exchanged information via social media is minimizedial context cues under severe
restricted conditions, due to sending informatiartainly and rationally. Therefore
information tends to be extreme and there is a ofsgroup polarization. Second, in
social media, information receivers gather fragménnformation based on personal
experience and make it plausible to understaneeasitheir own experience or to relive
the experiences of its senders. And, through thixgss, users develop a sense of
solidarity and share expectation as well as normgarozing them as one community.
Therefore social norms accrete influence on usepaiticular communities and advance
self-stereotyping among them as solidarity and adomentity are enhanced. This
situation is fraught with social risk of exclusiof others. Some people call Tunisian
political change as “Facebook revolution” or “twittrevolution” on the internet. Are
these diminutives really pertinent? Indeed, satiatlia has played the important role as
“hub for information” and the third place in potitil change. However, social media has
to contribute to the development of skills for d@lin order to achieve a really
democratic society (Asai & Kavathatzopoulos, 2@yathatzopoulos, 2010, 2007).
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1. Extended Abstract

In a time in which the Internet pervades everydéy &nd information published is
readable all over the world, it becomes very imgotrtto deal with ethical problems
related to whistle blowing via the Internet. Altlybuthere are basic concepts like
anonymity, privacy and freedom of speech, for evesw kind of phenomenon we have
to discuss its ethical aspects (Kizza, 2010)( Nadld Schulman, 2006). A current
example is the platform WikiLeaks which publishegagt amount of secret documents.
To evaluate ethics of WikiLeakélanson and Ceppos, 200§)kiLeaks About), we
will apply the following ethical approaches:

The Utilitarian Approach focusing on the consequences that the publicatidn
WikiLeaks have on the well-being of all partiestthee affected directly or indirectly, so
there are two sides to consider:

. On the one hand, the uncovering of misconductthadncreased transparency of
the government are of such importance that theigatidns benefit society as a whole.
So it alleviates the opinion making and leads tpeater understanding of governmental
work.

. On the other hand the publications may thredtenntitional security and so harm
society. They lead to a society with decreasedyiittewhich may eventually result in
less communication, more technical restrictions smh less freedom.

To achieve a balance between both sides a potamgabach could be that WikiLeaks
reduces their amount of published data and clafis#fydata more in detail. Further they
could contact the company or government concerméalrd the publication, so that this
party itself could acknowledge the misconduct.
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The Virtue Ethics Approaghocusing on attitudes that develop our human itk
such as e.g. honesty, courage, faithfulness, tartttimess and integrity. It is easy to see
that WikiLeaks disregards these virtues in manfedit contexts. They are accused for
putting people’s lives at risk, publishing stoleatal and degrading loyalty, privacy and
integrity of data. The only virtue they undoubteddpresent is transparency which is not
considered classical ethical virtue, but may bensa® an element of democracy. So
WikiLeaks must ensure that the increased transpgamgained by the publication is much
more worth than all other aspects which will ondythe case at severe misconduct by the
concerned party that is made public as no otherofi@grrective action was available.

The Information Ethics Approaclirrom the point of view of Information Ethics,
we can study how information is revealed/commueidain the networks of agents.
Within approach we can ask questions such as: ghtte function of “information
hiding” and “encapsulation” such as found in Obj&riented Programming and any
hierarchical organization? What would be the bebraef a society in which every agent
would be connected with every other agent and slmayénformation they have?

Interesting to observe is tigdobal characterof WikiLeaks, in a world regulated on
the base of nations, which seem to act in a greg zince the legal situation is unclear
and different governments are still searching farime Julian Assange can be charged
for.

In reality the issue of WikiLeaks (Kintzinger addpelin, 2010) (Greenberg, 2010)
implies much more than an ethical discussion ahwehistle blowing and leaking,
integrity and freedom of speech. WikiLeaks haveobse a symbol of a deep change in
the publicity of information in the digital age, latst with the present-day technology. It
has generated the greatest confrontation betweeastablished order and the advocacy
of the culture of the totally open Internet.

We are at the moment a part of the world wheig difficult to control and keep
information secret and safe from eavesdropping amauthorized use. Some of the
relevant questions are: Has the institution of llegecret, business secret, military or
organizational secret become obsolete? If yes, why®, how to protect information
which should be protected? Who and how decideshwimiformation is worth making
public and which is not? According to Assange (Biet2010) (Fallows , 2010) personal
integrity must be protected. Why not institutiomgegrity?

If leaking is a good democratic mechanism shalhathave leaks of WikiLeaks as
well? And so on...a chain, or a loop of leaks? lotally transparent world, how would
information overload be managed? Shall we give lugrast? Or, equally important:
Whom shall we trust?

Perhaps problems with information protection vidhd us to a society where
conversations are reduced to minimum and informdtss accessible as it has become
obvious that anything can be made public. In thd, ¢he result would be not an
increase, but a decrease of freedom.
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Abstract. In global software engineering (GSE) groups ofgtedrom all over the
world collaborate on the development of one systean.example, it is common
for Western companies to send development work d¢@ Ar Eastern Europe.
Within these collaborations the differences betweahures and the problems
these differences create, are plentiful. Because ewpect that computing
professional organizations codes of ethics areffiogntly adapted to GSE, we
investigate the culture-relative interpretationscofles of ethics and the guidance
they provide for global teams and collaboration. &alyze the codes of ethics of
the ACM (US), CSI (India), IPSJ (Japan), HKCS (Honghpand El (Ireland).
We look whether the codes explicitly address ethiddammas caused by global
interactions, and investigate the ethical guidgm@ided by the codes. For the
latter we apply them to three case questions thatoould raise in a GSE setting.
Our work differs from that of others in that it eximes the practical applicability
of codes of ethics instead of their contents arat thur goal is not to study
different culture-relative interpretations of jusmte problem. During our analysis
we did not find imperatives that directly hinderolgal interaction, but
unfortunately we were also unable to find any thé#ficiently address this topic.
Only one of the studied codes asks to considerulltdifferences. While
answering the case questions using the imperafiven the aforementioned
codes, the cultural perspectives needed to intethbeewords become clear, and
we learn that little attention is given to the peshs associated with global
collaboration. We conclude that all studied codeslal benefit from more explicit
guidelines for those professionals that work in GSE

1. Introduction

Despite the globalization of the software enginggrprofession, most computing
professional organizations are active in a limitechber of countries and have their own
code of ethics (CoE) or code of conduct (CoC). Ehasdes are thus national in scope
(Wheeler, 2003). According to a 1996 study as maglv8% of IS professionals use
these codes in their ethical decisions (Joyce .et2803). At the same time, ethical
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reactions and attitudes are influenced by cultacerational origin (Christie et al., 2003;
Nyaw & Ng, 1994)1. As a result ethical decision making is a compareavor in the
current global IS practice (Wheeler, 2003). We expkat the codes have not kept up
with the globalization of the profession.

To explore the possible difficulties computing fessionals may encounter during
their ethical decision making in global softwargji@eering (GSE), we analyze the codes
of ethics of five professional organizations anglggheir codes to three case studies.
We characterize our study by the following reskaygestions.

» Do the studied codes specify culture-relative irafiees that could hinder or

support global software engineering?

» Do the studied codes provide adequate ethical goaléor IT professionals in

global interactions?

2. Related Work

To our knowledge no studies exist that take a ammipractical approach to identify
problems for global software engineers in computimgfessional CoE. Earlier work
does compare codes (Oz, 1993), even in interndtiseitings (Joyce et al., 2003;
Wheeler, 2003) and is discussed below. Work thahbioes codes of ethics with
cultural influences can be found for example inn@d et al., 2007), which studies the
views of western European accountants on actioascpbed by CoC based on their
country of origin. It is found that these viewsfdifsignificantly.

Case studies exist which review the ethical stafagifferent cultures on specific
issues, for example, software piracy (Swinyard,n@jn& Kau, 1990), but these studies
either do not include CoE of computing professiomaanizations or do not have the
goal to study their usefulness in decision makBgecific in another way are the case
studies in (Anderson et al., 1993), which focugyam the ACM code.

2.1.COMPARINGCODES

Oz reviews four codes of US computing professiamghnizations finding flaws, moral
dilemmas, and points for improvement (Oz, 1993). dfer from (Oz, 1993) in that we
do not limit our study to US codes.

In their study comparing 27 international CoE Jogt al. found only eigth themes
that were common to more than 50% of the CoE (Jeyad., 2003). Compared to the
work by Joyce et al. our work aims to identify plerhs encountered during ethical
decision making in a GSE context, while their wivkusses on the content of the codes.

Wheeler (2003) compares the codes of the ACM,Btiish Computer Society
(BCS) and the Australian Computer Society (ACSJintd differences and similarities.
Our work differs from (Wheeler, 2003) in that wet paore emphasis on how codes are
used in a global setting and the selected codes.

2.2.A GLOBAL CODE

Some voices suggest to unite everyone by one gladmd of ethics (Payne & Landry,
2006; Wheeler, 2003). Davison on the contrary does believe it is possible to
establish a global code due to differences betwadons and cultures (Davison, 2000).
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His concerns are supported by the difficulties IFierienced in the 90s when it
attempted to establish a consensus document te ssra base for the development of
codes by member bodies (Joyce et al., 2003).

We consider the views of Brey (2007) and Wong @08ore balanced. They both
acknowledge that a universal ethic would be idkat, respect that in practice this can
only be implemented as an extension of the locabirgystems (Brey, 2007) and that we
should avoid to force ‘our’ ethics onto anothertard (Wong, 2009).

3. Selection of CoE

In our study we compare five CoE, those of: theo&&stion for Computing Machinery
(ACM, 1992), Computer Society of India (CSlI, 201Blpng Kong Computer Society
(HKCS, 2010), Information Processing Society ofaraglPSJ, 1996), and Engineers
Ireland (EI, 2009). Only five codes were selectetimit the study to a manageable size.
The codes are chosen based on the role of theanmation's home country in GSE, as
well as variation in culture. The full paper prosgdmore rationale for the selection.

4. Static Code Analysis

In this Section we answer our first research qaesfio do so we informally compare
the content of the five codes. Our assumptionas ifran imperative is culture-relative it
will not appear in all codes. Note that this doest rapture -culture-relative
interpretations of imperatives. It is to capturterpretation problems that we include the
case studies in Section 5. Comparing the CoE wa tfat only one of them asks to
consider cultural differences, but we find no ingises that directly (by formulation)
impede inter-cultural collaboration. A number idterally bound, and we expect all will
be interpreted differently even when imperativesama

5. Employing The Codes

In this Section we apply the five selected CoEhteé¢ case studies. In this we way hope
to discover whether the studied codes provide amteqethical guidance for IT
professionals in global interactions. Below we fatate our case studies as three
guestions that one might ask him-/herself in a @&#ect.
» Developing a medical system for deployment in saveountries across the
globe, should | be aware of all legal requirements?
 How do | design my system so that it respects tpeeted level of privacy?
* May | say ‘yes’ to an assignment | receive fromexi®an customer when | am
uncertain that | can complete it?
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6. Concluding Remarks

While studying the CoE we found only a couple opératives that could hinder GSE
collaboration. However, none of the codes seenetaiitten with global collaboration
in mind. And only the IPSJ CoE explicitly mentiahe problem of cultural differences.
Further, the case studies show that decisions lopaétdilemmas will often depend on
the interpretation by professionals or the implatiince of the code. We feel that the
CoE should provide more guidance to deal with thmpexity of ethical decisions in a
GSE setting. Our primary recommendation for cormgufirofessional organizations is
to revise their CoE to reflect the advance of GBlure work could examine how this
may best be achieved within each culture.
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The main concern of this paper centers around $kaes arising from the use of
intellectual property rights (IPRs) as a tool oblmdlization, and how creations of
information technology are usually protected thiotige IPR regime as well as how the
technology is used as a means by which globalizaifo effected. Works on the
justification of intellectual property rights tygilty fall under two extremes: either they
reject IPRs outright or they accept IPRs as necgd$ea global commerce and useful
innovation. The former argue, on the one hand, PRt are hegemonic tools by which
the developed countries in the West keep the emggveloping ones at bay or exploit
the natural resources of the developing counthtiesugh what is known as biopiracy or
bioprospecting. On the other hand, those who ereliRRs usually base their arguments
on the role that IPRs are necessary as a meanstetpng those who have invested in
creating useful innovations. Problems arise when pgtoducts protected by IPRs are
carried across national borders and thus becontealgltn order to ensure protection
afforded by IPRs across countries, a worldwideesyshas been created by which IPRs
are protected which in many cases override thers@my of states. Thus it is clear that
IPRs are clearly tools of globalization; one sdebajization concretely at work through
the creation and enforcement of trade-relatedl@dtlal property rights across countries
in the world today.

The polarized debates around IPRs have createdtlessi cases of conflicts
between those who fight for globalization and thed® are against it. Chief in these
debates is the ethical issue, especially when mtedprotected by IPRs have strong
impact on the livelihood and even the survival lbbte who depend on them. New
pharmaceutical products, for example, are almosayd patented, which enables the
manufacturer to be able to charge very high priceaver their investments and also to
earn themselves profits for their shareholders. ¢l@r, when people in the poorer
developing world are in need of these drugs, itlear that there are moral issues
involved. Are the pharmaceutical companies morabligated to provide the fruits of
their intellectual investments at lower cost scat ttey are affordable by the poor? It
would strongly seem so. However, there are alsescagere IPRs are justified by
arguments that they are necessary as an incewmtiviarfovation. Without effective IP
protection, the life saving drugs in question miglet have arisen in the first place.
Furthermore, there are also cases where IPRs adeasstools for protecting the creation
of those within the developing world themselvestiiit workable IPR regime, it is not
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quite conceivable how innovation that takes pladbiwthe developing world can even
get off the ground. In fact ineffective enforcemeftiPRs in the developing world has
been cited as one reason for these countries remgatagnant economically.

The present paper aims to break this impasse.uhlderlying issue behind the
debate on patented pharmaceuticals and other geoduch as software or other forms
of innovation is the use of IPRs as a tool for ecting intellectual creation. The
intellectual content that becomes property thropatents is constituted by information.
Thus the issue becomes in effect how informatiselfiis owned and how it has become
a commodity. Hence it is clear that the issue dédpethe value one puts on the
information in question. It is just not that cabattinformation can have more or less
values on its own — if the information answershe people’s needs and desires, then
naturally it is more valuable. This implies thae thalue a piece of information has is
dependent upon context, which is mostly made upeafple. Thus IPRs function when
information itself has economic values and can taght and sold. This shows that in
themselves IPRs are neither positive or negativemore than a piece of cloth sold in
the market is either positive or negative. IPR:than be used either positively or
negativey. For example, when they are used to nulizeplife saving drugs so that
poorer people cannot afford them, then they areathery but they can also perhaps
become more positive when they are used to advidwecaterests of poorer people by
ensuring, for example, that the plant species lgg#hgnto their natural habitats are
protected, or their own intellectual creation isagnized and given due protection.

As mentioned previously, information technologgyd a significant role in all this.
First of all, products of information technologwetf are usually protected by IPRs.
Software is usually protected by copyrights. Itwell known that the open source
movement in software strikes a middle ground betweepyright protection and
commercialization on the one hand, and releasiegy#iving onto the public domain on
the other. This can be a way out of the impasseitmeeds more thorough theoretical
justification, which is also an aim of this pap&nother, no less important, point is that,
as the technology spreads the information around, @& information does not have
values on its own as previously discussed, infalmmaechnology itself stands to be used
either positively or negatively too. This seem$é&a come back to the old position of
technological neutralism (the idea that technolsggot good or bad in itself). But it is
not. When one allows for all the constraints andlications associated with a
technology (i.e., when a technology constrainsoubehave one way or another due to
the nature of that particular technology itselfhere is still room for using that
technology within these constraints either poslyiv@ negatively. Hence, a way is open
before us and it is up to us to decide which wayto We only need to be able to
foresee, to the extent that we can, what kind osequences there will be as a result of
our choosing.
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Abstract. Since the 1990ies, regulation by program codeblegeme an issue in

theoretical reflection on computers. Michel Foutawdoncepts, and, in particular,
Gilles Deleuze’s claim that control societies sitb&t disciplinary societies in the

age of computers, have been popular points of eefer. The present paper
suggests interpreting control as a form of regatathat is essentially connected to
computers: From Foucault's considerations a distnds derived between power
and control. Control is conceived as a more radibalde of regulation: a

determination of possibilities of action that —iashown by relating Foucault to
Martin Heidegger — is first made possible by coreptéchnology.

1. The power of code

In an article called “Soft Cities”, William J. Mitell (2005) explores similarities and

differences between traditional “real-world” spaged the new, computer-generated
spaces. He observes that the coded conditionalghierspace provide a fundamentally
new mode of regulation: you cannot argue with cam@pprograms, you cannot plead or
bribe them. Lawrence Lessig (2006) refines hisntl&ode is law” by stating that this

new form of regulation rather works through “a kiotphysics. A locked door is not a

command ‘do not enter’ backed up with the thregpufishment by the state. A locked
door is a physical constraint on the liberty of some to enter some space.” (p. 82)
Code is a regulator in cyberspace because it define terms upon which a certain
cyberspace environment is offered: It decides wiat be said and done in that
environment.

Lessig refers to Michel Foucault (1995) who hadradsed the kind of regulations
that become relevant in a new way in cyberspacescipline and Punish” introduced the
perspective that tiny corrections of space regulgteenforcing a discipline. In fact,
Foucault’s reflections on disciplinary power arebedded in his larger project of
exploring the historical transformations that sitb&t sovereign power by what he calls
biopower: a new kind of power that does not emgéay but technology and that does
not prohibit behavior but produce it. (Foucault 899
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According to Gilles Deleuze (1995), disciplinarycmties have been replaced by control
societies in the age of computer technology. AleeanGalloway (2004, 2010) has

characterized protocol and program code as thenéalsmeans of regulation in control

societies.

2. Power and freedom

According to Foucault, to exercise power meangriactire the possible field of action
of others. By doing so, these individuals are tiamsed into subjects, where the word
subject has two meanings: to be subject to somelseés domination, and to be tied to
one’s own identity.

Foucault (2002) emphasizes that power can onlgxeecised over free subjects. A
subject is free insofar it is not absolutely sdiitical or determined. In the extreme case
where power constraints action absolutely or plasic both power and freedom
disappear: “slavery is not a power relationshipemwiman is in chains.” (p.221) | suggest
conceiving control as such a form of regulationt thaes beyond power and erases
freedom.

While the absence of physical determination setent®e a necessary condition for
freedom, it is not a sufficient one. Since it does seem adequate to suppose a kind of
metaphysical autonomy in Foucault's conception g individual, we turn to the
relations that Hubert Dreyfus (2003) has estabfishetween the concepts of Foucault
and Martin Heidegger for a deeper understandinha¥ to conceive the sources of
freedom. According to Dreyfus, Heidegger's questiomow things have turned into
objects in modernity — is complemented by Foucaujtiestion — how individuals have
been turned into subjects. This allows connectimjdelgger's concept of Being with
Foucault’s concept of power. Since one’s goals hodzons of meaning arise from
one’s background understanding that Heidegger tiadlsclearing of Being, exercising
power over a certain individual (to influence h&flpossibilities of action) is possible by
shaping this clearing. A subject is constitutedthg corresponding understanding of
Being, and the more static this understandinghis ctoser to absolute self-identity is the
subject. Thus freedom can be grasped as hermemegiitation — as a condition where
various understandings are suspending and balaeairtgother.

3. Materiality as a source of freedom

According to Heidegger, the understanding of Belrag always been influenced by
technological artefacts and vice-versa. A tool sstg what it is to be used for:
Heidegger's (1995) prominent example is the hammbkich is embedded in a structure
of “in-order-to”-relations and refers to goals, ¢tiees and other tools.

In contrast to tools, whose materiality disappéars their usability, works of art
emphasize their materiality. By doing so, they esgpa fundamental gap between the
material sphere and the conceptual sphere. Heid€g0@8) conceives this as a struggle
between earth and world. The artwork’s materiatiynot be exhaustively interpreted
with one conceptual frame, thus it steadily keepskimg new interpretations. This is
how materiality provides a source of freedom. Alisols, due to their materiality, may
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be abused or used in different ways that were mehded originally. Addressing what
he calls the “designer fallacy”, Don Ihde (2009} lexamined such non-intended usages
of technologies. lhde’s argument against the pdggilbo design in advance a tool's
usage relies on the tool's materiality.

4. Cyberspace as the congruence of material and amptual

For a long time theology and science employed godigr of creation or the capacity of
human reason to bridge the gap between the coradephd the material sphere.
(Heidegger 2008) The task of metaphysics was teigeonarratives that justified the
adequacy of a certain vocabulary for describindityeeNietzsche’s “death of god” is
nothing but the acknowledgement that there is ma single conceptual system that
adequately describes reality. The “post-modern’l éad conceptual pluralism is a
consequence from this insight.

In cyberspace environments, however, the prodeidénsion between the material
and the conceptual is erased: The programmer igdtiavho creates this reality, and the
respective program code is really an adequate igéser of this reality. Conceptual and
material sphere coincide in cyberspace. A gun3®Dahooter game is nothing but a gun
and a buy-with-one-click-button in an online shepnbthing but a buy-with-one-click-
button. The “designer fallacy” argument does ndtit cyberspace. And thus, as agents
in a cyberspace environment, we are 100% selficEnsubjects. According to my
suggestion, this is what control is about.
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Abstract. WikiLeaks has focused the attention of the mediand a few weeks by
the end of 2010. The diplomacy of the United-Stté@America has been called
into question. Modern democracies are hamperedoasreign states, they are
now facing a novel dilemma. This paper constit@esattempt to understand this
evolution by seriously considering the WikiLeak®jpect not as a simple media
strategy, but as the possible kickoff of a totakv way doing politics, in a perfect
transparency, without secrecy nor hidden issues.pOrpose here is both to show
how information technologies, of which WikiLeaksasub-product, contribute to
transform the traditional political forms and holetnotion of “sousveillance”
helps us to apprehend these evolutions.

1. A Few Recent Facts

WikiLeaks has focused the attention of the mediindua few weeks by the end of 2010
and, previously, during the summer and the auturhe. diplomacy of the United-State
of America and of some other countries has bededahto question by what people
called theCablegate,by analogy to théVatergate Let us remember that 250,000 of
secret telegrams containing embarrassing informagibout American, European and
Middle-East foreign policies were divulged to neegers by the WikiLeaks
organization. Modern democracies, and especiallyUhited-States of America, were
hampered. The main argument they developed agaifikiLeaks was formal: it
concerned the danger that was posed to those wilaose had been explicitly mentioned
in the cables. However, it clearly appeared tlwatffose sovereign states, the question is
not only just saving life of a few people: they a@wv facing a novel dilemma. On the
one hand, last few years many democracies openlgiet lata to all citizens (Obama
2009). On the other hand, states are always useédaiovith many matters, especially in
the diplomatic area, either in secrecy, or, attlaasa discrete way. As a consequence,
they can't easily accept the divulgation of toprsemformations. In brief, the aspiration
to a total transparency, that many of our contewrmpes share, modifies the rules of
government, while WikiLeaks shows the limits of iofilly proclaimed public
transparency.
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2. A New ldeal of Transparency

With the recent developments of information tecbg@s a new ideal of total
transparency seems to be born. Note that, by itbedfideal of total transparency is not
new. It already existed in the L@entury (Benjamin 1934). The use of glasses in the
architecture, for instance the “Chrystal Palaceit thvas built for the London Universal
Exhibition in 1851, reflected this ideal.

A few years before, in the end of the"i&ntury, Jeremy Bentham had described
an architecture for surveillance designed to enauaal transparency (Bentham 1838).
Called the Panopticon, it was a model for prisdastories, hospitals, etc., that have
been conceived to make individuals totally visitdeheir guards, while these ones were
invisible to them. The goal of transparency was iragm facilitate education,
surveillance, care, etc., which enhanced the nodethe situation of authority holders.
By contrast, the new transparency that is encodragéay is individual and not
institutional. It is directed towards and againke tauthority holders, which are
permanently under the cameras. For instance, theepwn are continuously filmed.
The professors, physicians, lawyers, politiciams &te permanently evaluated, etc.
The concept of “sousveillance” that was introdutgdSteve Mann well characterizes
this new form of transparency (Mann 2003). Thislogism forged by analogy and
opposition to the word surveillance, means thatwhecher is situated below (“sous” in
French) the authority, while in case of surveillame is situated above.

3. The Horizon of WikiLeaks

To understand the horizon of WikiLeaks, let ustfinete that Julian Assange, the
promoter and editor in chief of WikiLeaks, was iy a computer scientist who first
worked on cryptography. So doing, he adopted apiel posture. While almost all the
cryptographers work for armies, secret servicebanks, he developed cryptographic
tools for people. His idea was to make everybodle @b hide information to the
authorities (state, company, etc.).

Now, with WikiLeaks, Julian Assange proposes tode¥ publicly available all
information about authorities. He proposes creatomen governments” where all data
about the government and the public decisions wdddworldwide accessible to
everybody. The underlying idea of a perfect collectransparency seems to justify his
action, which somehow refutes his first attitudgpotacy protection.

4. Limits of the Generalized Sousveillance

The utopia of a generalized sousveillance, i.ea sebusveillance extended to the overall
society, that excludes surveillance, faces an aiitecontradiction: the authorities are
made of individuals, who, as such, need to be ptete which becomes impossible
because of the exclusion of surveillance.

Without going deeply in the exploration of thissfircontradiction, consider now the
extension of the sousveillance regime to the oleratldwide society. It faces at least
two types of limitations, some being intrinsic, @th extrinsic.
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The main intrinsic limitation is due to our cogwit abilities that are too limited to
permit to observe and to assimilate all the infdromawe have at our disposal. As a
consequence, we spontaneously filter the informafiiows and we focus our attention
on the most prominent facts. But, we do not dedigteourselves what criteria are
adopted to qualify the prominence. Most of the tirties is decided by people who
manipulate us by distracting our attention.

The second type of limitation is extrinsic in thense that it is not an own limit of
the regime of sousveillence itself, but it is doefdreign factors. Specifically, nothing
prohibits the coexistence of a generalized regifr@asveillance with multiple regimes
of surveillance. For instance, NGOs or big multimél companies may continue to
gather and exploit data; they even can take adgardffree public data to extract useful
knowledge for the sake of their own interest, withany respect of privacy.

5. The Failure of the Wikileaks Ideal

Despite the attacks to which it was submitted dmdfact the Julian Assange has been
jailed, WikiLeaks is undoubtedly very popular nowags. There even exist attempts to
build more or less specialized clones of WikiLeaksnany places all over the world.
However, the original Assange project seems to liaiked. The causes of this failure
are directly related to the limitations of the gelieed sousveillance regime that were
expressed in the previous paragraph.

First of all, Julian Assange wanted to freely dimgate data allowing every citizen
to get any information he wanted, when he wantedwéver, during the Cablegate,
WikiLeaks didn't freely divulge the 250,000 diplaticatelegrams he had; he sent them
to well established newspapers that had to fitagnymize the messages and dramatize
their publication, with appropriate comments andeatisements.

Another failure of the WikiLeaks project is due ttte project itself, which was
supposed to free people from any kind of autharitidowever, it clearly appears that
WikiLeaks has now become a new authority, whictypla role symmetrical to other
more traditional authorities, as states or NGOs @mdpanies. Julian Assange himself
acts in his own organization without any real tarency, which shows the limitation of
the generalized sousveillance principle as it wasnoted by WikiLeaks.
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Abstract. “Whoever controls the information owns the powevany scientists
and philosophers have been interested in analyttiegrelationship between
information and power within the society and thdly aagued that a kind of
dependency exists between the control of informatind the political power. In
this paper, we propose to analyze this dependeonay & structuralistic point of
view by assuming that changes in the informatiomesta of the society would
necessarily produce changes in the power scheragaatbrizing by this way the
concepts of surveillance and sousveillance. We estggxamining these changes
on two levels, the structure of the information estla and the nature of
information, by taking as a study case the Tunigapular revolution in which
information technology have played a significariero

1. Introduction

From a structuralistic point of view, we can modle information society as entities
exchanging information in some pattern that we wéller to as information schema.
Similarly, we will call power schema, the one regaeting the balance of power between
the entities within the society. By neglecting atlsecioeconomic factors, we can say
that the power schema is somehow characterizetiebinformation schema. Therefore,
it is reasonable that a revolution in the lattenduces a revolution in the former. To
illustrate these aspects, we take as a study bas€unisian popular revolution that we
consider as a logical consequence of the anteeoolution of Information Society.
Indeed, yet five years ago, the World Summit onlttiermation Society held in Tunisia
reflected the contradiction in the dictator's ppltowards Information Technology. At
the same time, he was promoting its use and cewpds access. In effect, he was not
suspecting at that time, that five years later beld/be overthrown by what he was the
most proud of, i.e. Information Technology. In tfedlowing, we try to analyze this
revolution on two levels, namely the structuretad tnformation schema and the nature
of information itself.
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2. Informational Revolution

2.1.STRUCTURAL LEVEL

Based on the concept of Panopticon introduced bynde Bentham in 1785 (Bentham
1838), Michel Foucault (Foucault 1975) describeel ¢tassical schema of surveillance
in a society as a hierarchical organization, inohihe state controls the information
either in its dissemination through the media addcation or its collection through
intelligence. This schema also defines the clabsmaver schema as a vertical
organization, the state at the top and the pedplbeabottom. Besides, censorship has
often been the classical way of controlling theoinfation in such configuration. Since
several years ago, Internet has substantially fmemsed the information schema which
progressively took the form of the World Wide Wehbusture, that of network. This
reversed the power schema in a way that balanaegdiver relationship between the
state and the people by promoting transparencyfofmation and democratization of
power. This schema coincides with the architecafr€atopticon introduced by Jean-
Gabriel Ganascia (Ganascia 2009) in order to dwsdhie structure of “sousveillance”,
in opposition to Bentham's Panopticon. Sousveitahas been defined by Steve Mann
(Mann 2003) as the acquisition by people of infdioratechnology so they can use it
against their keepers.

During Tunisian revolution, we observed a realvathmvn between the people and
the government, especially through social netwdinks have been a real staging ground
for the demonstrations. The advantage providedhieyinternet can be explained by
several reasons. First, notions such as commundysharing that have been developed
through social networks like Wikipedia, Facebookl arwitter have created a kind of
proximity between people and strengthened theiidanty. Second, the distribution
aspect of networks and speed of information prop@agasmall world effect) make
social networks a very effective offensive tool.r Fexample, the worldwide cyber-
activist organization known as Anonymous launchadoperation called #OpTunisia
against the Tunisian Internet Agency servers pairayseveral government web sites.
Moreover, the great demonstration that led to tBpadure of the dictator has been
organized via Facebook overnight just after hisdagech. Third, this structure is robust
against targeted attacks because of the absentieaofers”. Finally, it is effective
against censorship because it is always possibiletrmduce information from a part of
the network.

2.2.SEMANTIC LEVEL

The second aspect of change in the informationegptias been made in the nature of
information contents. For some time indeed, thetimedia, especially video is being
increasingly important within the information excigad over the Internet. We could
explain this by several reasons. First, the comdtraof formalization and formulation
downsized the previously privileged position oftsgexeaving the ground for videos
which appeared to be a more effective mode of métion circulation in terms of
quickness and straightforwardness. Second, in iaddito the fact that image is
semantically richer than text; it is also much elo® the human’s mental representation;
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so it allows a better effect on the mental imagéjctv gives it more impact in
information transmission.

All these factors contributed to the success dewi particularly through video-
blogging and gave birth to a new kind of media,alhis the collaborative journalism,
where everyone contributes to the spreading ofrinéion. Furthermore, many news
TV channels, when they were not allowed to directlyer events, had no other choice
than collecting and sorting amateur videos provibdggrotestors in order to broadcast
them afterwards.

3. Counter-Revolution

Even though the network structure, as we exposetksistant against attacks, there is
still one kind of attack that is effective agaimstormation networks and which takes
advantage of its foregoing characteristics, thaprgpaganda. That was an essential
tactical point that let the former regime to laurcltounter-revolution by changing its
behavior in a second time from censorship to disimftion. It seems that they
understood that they would be more able to conrfokmation by fabricating it rather
than by blocking it. For example, in just a briefaly after the censorship has been lifted
on the internet, multiple Facebook pages have besated to turn the opposition parties
against each other and the Ministry of Interiorateel an official page to make
propaganda. In a few hours, Facebook has beeneitbbgt a huge quantity of rumors
about criminals and snipers shooting people outsidihat terror led people to not think
rationally and they didn't trust any informationyamore. By this way, the government
created chaos and paralyzed the network.

In the same way, image has also been used inotitar-revolution. For the same
reasons cited above it has been a very effectiskabmanipulation. For example, in
attempt to discredit protestors, the governmemjesiagseveral acts of violence and spread
them on the internet so that a lot of people calbestop demonstrations.
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NEGATIVE SOUSVEILLANCE
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Abstract. Recent catastrophes have increased the desire tapgié information
about infrastructure such as power and services rtdnecessarily from the
people providing these services. While news soummsk to provide such
information, they are biased toward providing imfiation that increases reader or
viewer interest. Sousveillance is appropriate @sthcases and here we describe an
unusual method for such observation, which we roadjative souveillance. This is
observing which systems or services disappear itima of catastrophe and
reporting on their disappearance.

1. What Disappeared?

Mann’s development of "watchful vigilance from undeath" is useful in cases in which
the surveilled feel that information may be usedhdiom them. But what of the special
case in which the disenfranchised feel that infaionais being withheld form them?

Amid the recent earthquake, tsunami, and nuclearep crises of Japan in 2011,
several individuals have expressed to me the fgedivat they “are not being told
everything.” Indeed, Wikileak’s (Pilger, 2010) retediplomatic cable archive
documents the extent that governments and orgamizatroutinely keep politically
delicate details out of the public eye.

Negative databases (Esponda, 2006), on the otha, fare designed to solve a

different problem altogether. That is the keepiagords which if stolen do not reveal the
identity of individuals. Negative databases achiih® by storing the complement of the
set of what is being tracked. Essentially the dagalshows what isn't of concern.
The work of Trevor Paglen, involves long-distand®tography and data analysis to
document secret installations. Extending his apgrdhe negative intelligence gatherer
would seek to understand what websites, infrastracsystems, environmental sensors
or documents have become unavailable.

The negative sousveillance concept then is tordedrack, or infer what isn’t there.
This essentially suggests a two-stage process.fildtestep is citizens or activists to
survey or map infrastructure systems or environalestatus. Paulos, Honicky, and
Hooker (2009) showed how urban populations could o®bile phones as dense
environmental sensors for citizen science. AnalstouBonanni et al. (2010) have
created a system for tracking and account supminshand their environmental effects.

- 306 -



The Computational Turn: Past, Presents, Futures?

Project such as OpenStreetMap have already songinéate public domain maps of the
physical world. The second step is to record whatdisappeared.

The approach is broadly applicable. Those intetkst digital image manipulation
can keep a delta showing how an image is gradwdigred over time through the
addition of watermarks or removal of figures frdm scene. Those interested in network
systems can track network outages due to disamtéalt switches which would be used
by governments to limit internet access (Cowie, 1201

The practices of negative information gatherersame cases would be similar to
those of network security professionals. They mgloiceed by using tools suchrasap
to scan various network services and store them intdatabase (Lyon, 2009). As
services disappear they would then be listed in fdre more interesting negative
database. Those interested in environmental sensmyither try to gain access to the
sensor data or distribute their own environmergaker network. When nodes in such a
network stop responding further investigation ignamted. It may be that the network
node needs to be replaced, that it has been tachpétte or destroyed by environmental
causes. But the absence of information is jushi&séasting as steady broadcast.

The anticipatory step of documenting infrastruetinefore it disappears is also
useful in disaster situations when officials may beindated with requests for
information. | believe the question “is X inopevati is an easier question to answer to
than “what type of X exist and are they inopera®iVi/ith careful foresight the negative
database may be able to answer both questions wwitledying officials or outside
organizations for details.

2. Skepticism & DIY Authority

The feeling of powerless that comes from lack dbrimation can be alleviated by the
realization that you yourself can gather informatid/hile news sources, corporate press
releases, and government agencies often have aocegsert assessment | think it is fair
to question whether such experts have biases.nstarice, news outlets may err on the
side of sensationalism to stir up concern aboutcent event; corporations may time
announcements to minimize the impact of bad newsdq$ 2004), or agencies may try
to minimize widespread panic at the expense of rateu information.

One interesting aspect BAY infrastructure, environment, or network monitoriag
that those affected can collect and analyze dethé$ affect them. When objects
disappear from view instead of entering a memore tizey are instead specially noted
as they are entered into a negative databaseolirikope that less will escape the notice
of those willing to do the legwork involved in beximg authorities themselves.
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GOVERNMENT APPROACHES FOR MANAGING ELECTRONIC
IDENTITIES OF CITIZENS — EVOKING A CONTROL DILEMMA?
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Abstract. Governments world-wide introduce electronic idgnsiystems to adapt
the process of citizen identification to the neeflthe information society. These
innovation processes primary aim at improving eegoment services, but imply
further societal and political objectives. The egesrce of identity management
represents a demand for (re)gaining control oversgel data in virtual
environments. Compared to predominating securitylsggarivacy aspects are
often neglected and not sufficiently implementetie Tanalysis from a privacy
perspective shows that the current situation okgawental e-ID can be described
as a control dilemma: despite of its aim to (r@)gabntrol, the e-ID could
ironically even foster a further loss of controleovindividual privacy. As a
consequence, an e-ID system itself might turn intwrt of amplified surveillance
interface. In this regard, the e-ID could becomesyaonym for a panoptic
instrument of power. The e-ID example refers torttagor challenge of enhancing
governmental transparency for individuals and thblip sphere to compensate a
further growth of information asymmetries and ingveded control over personal
information between citizens and governments.

Information and communication technologies contilyupervade everyday life and
change the dynamics of data processing and infosmdtandling in many respects.
Significant increases in personalized services sodal interactions over web 2.0
applications inevitably entail further growth ofgdal data, aggravating individuals in
controlling personal information and protectingithgrivacy. The convergence of analog
and digital environments further accelerates theseds. The increasing relevance of
electronic identity management (IDM) as an impdrtdield of research in the
information society (Halperin/Backhouse 2008) ispeominent example for this
convergence. While many different IDM concepts gx@specially national governments
made remarkable efforts in recent years to intredelectronic ID cards for supporting
online public services; primary objectives are ioying security and unifying
identification and authentication procedures irogegnment.

Identification is a core function of governmentsldhus the creation of national e-
ID systems implies far-reaching societal transfdioms (Aichholzer/Strauf3 2010) that
contribute “to alter the nature of citizenship i¥s€éLyon 2009). Hence, e-ID is more
than an identification device; it becomes a politstrument, and the focus more and
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more shifts from being a “detecting” tool to anfeeting” tool; i.e., an instrument not
only to support administrative procedures suchsasrdaining identity in public services
but to enable services and to impact societal asliliqal objectives (Bennett/Lyon
2008). Inter alia in EU information society polisi¢he vision is to set up a “pan-
European infrastructure for IDM in support of a withnge of e-government services”
(CEN 2004); and introducing e-IDMS also aims ahfing identity fraud and terrorism
(CEN 2004). Privacy is obviously of vast importartogt plays a rather implicit role
while security issues predominate. Although e-IErdduction is not to be seen as a
consequence of the 9/11 tragedy, this strong sgdodus was catalyzed in some respect
by it (Bennett/Lyon 2008). E-ID cards “have becatme tool of choice for new forms of
risk calculation” and enable a “mode of pre-emptdentification” (Lyon 2009). History
offers many examples for social discrimination gmopulation control, drastically
illustrating the strong relations between idendifion and surveillance (Bennett/Lyon
2008; Lyon 2009). But IDM is not inherently a priyathreat. Whether an e-IDMS
becomes an instrument of surveillance or not nlyudepends on the concrete system
implementation and its surrounding framework. Priypa&lesigned with respect to
privacy enhancement, e-IDMS might contribute tainfational self-determination; i.e.,
proactively support individuals in handling theifferent identities in different contexts
and controlling their personal data (ClauR3 et @&1®)0which is the very idea of IDM.

However, current e-ID card schemes only rudimdgtamclude privacy
mechanisms and do not correspond to privacy-enhgbiM (Naumann/Hobgen 2009).
Particular problems are insufficient implementasiaf anonymity and pseudonymity,
undermining the concept of unlinkability, which &ssential to prevent “privacy-
destroying linkage and aggregation of identity infation across data contexts” (Rundle
et al 2008). The growing amount of personal dattdufurther trends towards pervasive
computing environments intensifies these problens identity never shrinks
(Pfitzmann/Borcea-Pfitzmann 2010). The increasingsibility of identification
mechanisms entails a sort of sha&owhis “identity shadow” facilitates data linkage
and de-anonymization (Straufd 2011). Surveillanoddrcies and predominant security
objectives in the e-ID development imply furtheictions. Combined with the evident
danger of function creep, i.e., a purpose extensfoerID usage, this could lead to the
advent of a ubiquitous IDM infrastructure entailifugther privacy threats. The current
situation can be described as a control dilemmalewthe increasing role of IDM
represents “a demand to regain control over petsal@a flowing in digital
environments”, the creation of governmental e-IDMS fulfill this demand could
ironically even foster a further loss of controkowndividual privacy (Straufd 2011).

In this sense, an e-IDMS has several similariteBoucault’s (1977) interpretation
of the panopticon “as a generalizable model of tioning; a way of defining power
relations in terms of the everyday life of men”.ct&b control becomes automated as the
algorithms of the system define the way one's itlerd treated, i.e., the degree of
service provision based on automated categorizalibe trap of visibility (Foucault
1977) here is the increasing ID-obligation triggetey the e-IDMS. While the system
becomes more and more visible, its functioning bezo further blurred for individuals.
They have to reveal their ID without knowledge abwhether and for what purpose it is
used - analog to the uncertain presence of thedgunathe watchtower. Consequences

22 |n recognition of Alan Westin: Privacy and Freeddi967 and the term “Data
Shadow".
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would be self-censorship and limited individualedem because “without transparency,
one cannot anticipate or take adequate actiont@titandt 2008).

The control dilemma highlights the demand for meffective privacy concepts
and control mechanisms, enabling citizens and th#ig sphere in controlling proper
and legal data usage. One crux is the system inheealization of anonymity and
pseudonymity; and, related, a thorough data mirdtion, e.g., addressed by already
arising approaches (e.g., http://vanish.cs.wasbimgtu) for an expiration date of digital
data (Mayer-Schénberger 2009). However, their prability is limited and they cannot
solve the problem of information asymmetries betwéise governed and those who
govern. Thus, the major challenge is to compengai® imbalanced control over
personal information by enhancing governmentalsjparency for individuals and the
public sphere.
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MORAL EMOTIONS FOR ROBOTS
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As robotics moves toward ubiquity in our societyere has been only passing concern
for the consequences of this proliferation (Sharig9p8). Robotic systems are close to
being pervasive, with applications involving hurrabot relationships already in place
or soon to occur, involving warfare, childcare,eztthre, and personal and potentially
intimate relationships. Without sounding alarmitsis important to understand the nature
and consequences of this new technology on huntzot-reelationships. To ensure
societal expectations are met, this requires agrdigciplinary scientific endeavor to
model and incorporate ethical behavior into theselligent artifacts from the onset, not
as a post hoc activity. We must not lose sighthef fundamental rights human beings
possess as we create a society that is more arelantomated. One of the components
of such moral behavior, we firmly believe, involvbg use of moral emotions.

Haidt (2003) enumerates a set of moral emstiagiivided into four major classes:
Other- condemning (Contempt, Anger, Disgust); Self-consgio (Shame,
Embarrassment, Guilt);Other-Suffering (Compassion); Other-Praising (Gudt,
Elevation). Allen et al (2006) assert that in orftar an autonomous agent to be truly
ethical, emotions may be requiratl some level: “While the Stoic view of ethics sees
emotions as irrelevant and dangerous to makingathicorrect decisions, the more
recent literature on emotional intelligence suggékat emotional input is essential to
rational behavior”. These emotions guide mtmitions in determining ethical judgments,
although this is not universally agreed upon (Hau2606). From a neuroscientific
perspective, Gazzaniga (2005) states: “Abstractameeasoning, brain imaging is
showing us, uses many brain systems”, where hdifigsnthe locus of moral emotions
as being located in the brainstem and limbic system

The relatively young machine ethics commuris focused largely to date on
developmental ethics, where an agent developsitssense of right and wrong in situ.
In general, these efforts largely ignore the merabtions as a scientific basis worthy of
consideration. Nonetheless, considerable reseasléen conducted regarding the role
of emotions in robotics, including work in our labtory over the past 20 years (Arkin,
2005; Moshkina et al 2011). Far less explored lotws is the set of moral secondary
emotions, and their role in robot behavior and hwimdbot interaction. One example is
where De Melo et al (2009) have demonstrated thatpresence of moral affect in
human-robot interaction is both discernible andagles the interplay between humans
and robot-like avatars.

Our own research (Arkin and Ulam, 2009) in theral affective space research is
illustrated by the use of guilt being incorporatedo an ethical robotic software
architecture designed for lethal military applioat. Guilt is “caused by the violation of
moral rules and imperatives, particularly if thaselations caused harm or suffering to
others” (Haidt, 2003) and is recognized as beingabke of producing proactive,
constructive change (Tangney et al, 2007). Theifipecchitectural component we have

- 313 -



Proceedings IACAP 2011

implemented, referred to as the ethical adaptaroriporates Smits and De Boeck’s
(2003) mathematical model of guilt, which is usegbtoactively alter the behavior of the
robotic system in a manner that will lead toraduction in the recurrence of an event
which was deemed to be guilt-inducing. In our alitapplication, this focuses on the
deployment of lethal autonomous weapons systenthanbattlefield, with respect to
unexpectedly high levels of battle damage. Siniatesults demonstrate the ethical
adaptor in operation.

For non-military applications, we hope to extehis earlier research into a broader
class of moral emotions, such as compassion, empaympathy, and remorse,
particularly regarding the use of robots in eldeckildcare, in the hopes of preserving
human dignity as these relationships unfold infthere. There is an important role for
artificial emotions in personal robotics as partneéaningful human-robot interaction,
and having worked with Sony Corporation on theiB@l and QRIO entertainment
robots (Arkin, 2005), and Samsung for their humdrobots (Moshkina et al, 2011), it
is clear that value exists for their use in es#ditig long-term human-robot
relationships.

There are, of course, significant ethical adastions associated with this use of
artificial emotions in general, and moral emotiansparticular, due in part to their
deliberate fostering of attachment by human beifgson-human artifacts. This is
believed to promote detachment from reality bydffected user (Sparrow, 2002). While
many may view this as a benign, or perhaps evereftoéal effect, not unlike
entertainment or video games, it can clearly hasletdrious effects if left unchecked,
hence the need for incorporating models of moralithin the robot itself.
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ON DEEPLY UNCONSCIOUS INTENTIONAL STATES
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In this note | will argue against the thesis thainlns are equipped with computational
structures and algorithms that are unconsciousty dier logical reasoning. This thesis
represents the received view in cognitive sciemagticularly in the psychology of
reasoning. According to it, the processes by winebple reason are unconscious and
therefore inaccessible to introspection. The unciomsness that these cognitive
scientists allege is deep. Unconscious mental sstafethis form are not like the
preconscious states of Freud, such as beliefsctiratoe ascribed to me when | am in
dreamless sleep. For instance, when | am aslegntince to believe that the second
world war ended in 1945, even though | do not cimsty entertain that belief during
that time. The belief is preconscious; even thoitig not conscious most of the time, |
can easily bring it to mind by my own volition. Thédeep unconscious" of
contemporary cognitive science is also quite unbeud's ““dynamic unconscious"
(repressed memories, desires, etc.), although thbery---and controversies---of the
latter need not detain us here. But at least reptemental states could potentially come
to the surface via therapy. The unconscious mestttes posited by contemporary
cognitive science are much more hermetically sealed

| will use mental-logic theories (MLT) to anchor rdiscussion, but the arguments | will
be making will apply to other computational acceunf reasoning, such as mental-
model theory. | believe that it might be possildeatiapt these arguments in a way that
will make them applicable to any theory that pcses unconscious computation,
including theories of low-level peripheral cognitisuch as perception and language. But
in what follows | will only be concerned with comational theories of reasoning. For
simplicity, | will restrict attention to propositi@l logic, and specifically to what is often
called the “logical judgment" problem, wherebysmall number of fairly simple
premises are given (often just one premise), alsitlg a putative conclusion, and the
problem is to determine whether the conclusiorofedl deductively from the premises.

Alice is a college sophomore without any trainingarmal logic, although perhaps she
has a meager background in algorithms (e.g., shbtrkhow what an algorithm is, and
have a vague notion of what loops and conditiorahthes are for). According to
mental-logic doctrine, Alice is equipped with a mta for reasoning in propositional
logic that consists of:

(1) a number of inference schemas, such as modenppand
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(2) a control procedure, which, presented with aso@ing problem, regulates the
selection of which inference rules to apply, whebacktrack, and so on.

The procedure always terminates and can resulnimfirmative, a negative, or an
inconclusive (T"can't tell") answer. (In the codtef the logical judgment problem, these
two components are sometimes called the “opesitioand the executive,”

respectively.) Now let L be Alice's logic for “lmgl judgment” in propositional logic,

and let R be the associated procedure. And let B bienple propositional reasoning
problem. Presumably, if we presented Alice withhBr mental logic would kick in, R

would operate for a finite period of time, and beftong an answer would emerge.

The contents of both L and R are in thinkable foamg indeed are eminently learnable.
L presumably contains such straightforward infeeendes as the contrapositive, and R
contains a small number of simple instructions sashconditional branching and
looping. It is quite conceivable, therefore, thdité can be taught the specific rules of L
and the algorithm R, and can voluntarily and camsslly follow R. This does not have to
be deliberate, in that | am not assuming that L Bndre taught to Alice as the very
mental logic that her own mind contains for profiosal logical judgment. They could
be taught to her fortuitously, as part of a randeathing assignment by a teacher, or by
some instructor as part of a cognitive science éxgsmt, and it could just so happen, by
accident, that what she is taught is in fact idexhtio her ““mental logic," although Alice
herself is entirely unaware of this. In fact Aliogght not even be aware that she has
such a logic at all.

Now suppose that after a short crash course ordlRarlice is presented with problem
P and goes to work consciously applying R, whilecansciously and unbeknownst to
her, she is applying the very same procedure asdh®e time. The exact same process
unfolds in two duplicate and concurrent threadacitg two sequences of intentional
states, which | will write as s_1,...,s_n for tlenscious process and s_1',...,s_n’ for the
unconscious one. We might allow---as is surelydally possible, though improbable---
that the concurrency is exact, and that the tweaiths proceed in perfect lockstep. |
claimthats_iand s_i’ are identical intentiogtdte tokens for each i = 1,...,n. We might
say that two intentional states are type-identictley have the same mode and the same
content (propositional or otherwise), so, for ins&® your belief that Obama is the
president of the USA is type-identical to my beliet Obama is the president of the
USA because both the psychological mode (belief) the content (that Obama is the
president of the USA)are identical. What are reabtmidentity criteria for intentional
state tokens? Two intentional state tokens of arkthe same person are identical if
they have the same mode, the same content, the caumses, and sufficient temporal
proximity.

In the present scenario, all these conditions nbf@aontent and mode and identical by
virtue of the fact that the logic and the algoritiom both levels are identical, and the
causes are also the same in both cases---the mxeofithat particular algorithm on that

particular input. Remember that according to thedard computational

theory of the mind, the algorithms that are postdlaby various cognitive scientists

involve intrinsic intentionality (i.e., they are nobserver-relative), and are causally
efficacious. That is, a person's cognitive actityd concomitant intentional states are

- 317 -



Proceedings IACAP 2011

the way they are because he or she is runningdboetam in question. So in both cases,
it is the deployment of the same algorithm on @®es input that is causing the states. Of
course in this version of the thought experimentagtually have more than that. We
also have complete temporal overlap. So, for abptih s i and s_i’ are occurring at the
exact same time, in the same mind, with the exactescontents, and the exact same
causes and effects. Therefore, the states ardddefBut this is a contradiction, because
we are now led to admit that one and the same tioteal state is simultaneously
occurring both consciously and unconsciously. brdghe contradiction as a reductio of
the hypothesis that the process s_1',...,s_n’ @wing unconsciously; that the process
s_1,...,s_nis consciously occurring is, of coubsgiond doubt. | conclude that there are
no such unconscious intentional states. The ontyingic intentional states and
computational processes that actually take plag¢h&r conscious ones.
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OUTLINING A COMPUTATIONALLY PLAUSIBLE APPROACH TO
MENTAL STATE ASCRIPTION

WILL BRIDEWELL
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AND

Pat Langley
Computer Science and Engineering
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1. Extended Abstract

No one would debate that social cognition is a kbwaracteristic of human-level
intelligence. However, within the artificial intgence literature, we find no system that
carries out more than a rudimentary level of saai@raction. Previous theoretical work
on social information processing usually treatsnég@s input—output systems that lack
internal representations of each other (e.g., agdtnt systems) or develops formalisms
unsuitable for practical implementation (e.g., widable epistemic logics). To move
forward, new strategies for modeling interactioredhéo tractably support reasoning
about the mental states of oneself and others., Hegepresent steps toward such a
model that we hope will address the need for a eoatpnally plausible approach and
will eventually lead to a system that can engagmimplex dialog with others.

An agent’'s mental space is partitioned into moaélagents. One of these is the
model of self, which serves as the default soufeeath when reasoning about the
world. From a computational perspective, we findugeful to separate different
modalities of mentality into different regions. FHostance, inside of its self model, an
agent will have a structure that stores beliefsuitite state of the world, one that stores
goals that indicate desired future states of thedyand one that stores intentions which
are actions that manifest the goals. Since goalsraantions in this representation refer
to mental states of which the agent is aware, wedly use those terms as shorthand for
the agent’s beliefs about its goals and beliefsulis intentions. Taking this view, the
primitive mental object is the belief.
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Continuing with the computational perspective, wpresent a belief as a data structure
that contains a literal representing its contemt ather contextual features necessary to
guide reasoning. These features include tempopdcés analogous to valid time and
transactional time in a database. That is, thealgdn the belief may be associated with
the period of time for which they were true (eXesterday, Jeff ate lunch between 11
and 12) and the period of time during which theyeneeld (e.g., | believed that Chris
was a man until | met her), both of which may oaprlAsserting a belief as a goal or an
intention involves placing it in the appropriate nta partition and does not require a
corresponding change in representation.

In addition to beliefs, which are stored within agemodels, we represent
relationships among those models. The principahtigmdel (i.e., the model of the self)
connects to internalized models of other agentes&hmodels are accessible through a
believes relation. For example, consider a teclhrsogport agent conversing with a
customer. During the exchange, the support agent reason about whether the
customer believes that his computer is pluggedTnially, we might represent this
statement as (belief Customer (plugged-in compytewhich tells the system
implementing the agent to look in the beliefs of Bustomer model believed by the
principal agent. Continuing, the agent may haveoal dgoal (belief Customer (not
(plugged-in computer)))). This goal would appeamisecond Customer model that is
connected to the agent’'s goal space instead obet®ef space. Notably thgoal,
intention and belief operators are not modal operators. For our pugydbey index
mental spaces that contain sets of beliefs.

Importantly, knowledge is stored only when necegssdihe principal agent's
default assumption is that other agents’ beliegsimmaccord with its own. If the principal
agent has no reason to believe that another agantdisagreement, then that agent’s
model will be empty. In the previous example, if tlagent believes (plugged-in
computer) and (believes Customer (plugged-in coemutthe actual belief will only
appear in the principal agent's model. The othedet® inherit the beliefs of their
parents via default reasoning unless a specifiefbm overridden by a locally stored,
incompatible one such as (not (plugged-in computé&3 a rough approximation, we
assume that all agents share the same inferendeamsms and long-term knowledge
(e.g., rules) and do not attempt to represent raiffees in cognitive ability or domain
knowledge.

With this basic framework in mind, there are sialdnges that must be addressed
to implement a functioning system. Here we presbese along with our proposed
solutions for two of the most compelling ones.

When are new agent models introduced?

When are agents linked to each other?

How are agents traversed to unpack a nested stait&®me

What is taken as common ground?

How are beliefs ascribed to nested agents?

How does one agent reason about another?

Addressmg the first challenge, the most appargnaton is when a new agent joins a
conversation. If individuals discuss an absent agere may treat that agent as either a
simple object or an agent to whom one may ascrédiefs. To illustrate, suppose Tom
tells the principal agent, “Harry likes pudding.hat would correspond to some belief
either in the principal model or the Tom model tregembles (likes Harry pudding). If

oukrwnkE
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instead, Tom said, “Harry said that he likes puddinve would need to create a model
of Harry, that would let us store (believes Hatiyels Harry pudding)). Where the belief
resides depends on the mental state of the othemtagand how their models are
connected.

Answering the sixth challenge, we recall that gkrts are assumed to use the same
inference system and domain knowledge as the pahcagent. Typically this
mechanism “resides” in that agent's model. Howewmsre can shift perspective by
moving the seat of the inference system to anahent model. In this sense, there is a
clear relationship to simulation theory, but thendin knowledge may include rules that
encode how agents reason about each other mucthékibeory-theory. As a result, we
can integrate ideas from both camps to help reachoperational goal of intelligent
systems that can collaborate and engage with pa@opdalistic dialogs.
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AGENCY: ON MACHINES THAT MENTALIZE

MARCELLO GUARINI
University of Windsor
401 Sunset, Windsor, ON. Canada N9B 394

1. Agency, Responsibility, and Mentalizing

The ability of human beings to attribute mentatesehas been variously referred to as
“mindreading” and “mentalizing.” The purpose ofstlpaper will be to examine the
relationship between agency and mentalizing.

Two dimensions of agency will be discussed. Titst is the ability of a human or
machine to take responsibility for his/her/its ant and thoughts — a first person ability.
The second is the ability to hold others respoamsibla third person ability. Both of
these activities are important for various formso€ial interaction, and they would not
be possible without mentalizing. It will be showrat various mindreading abilities —
such as tracking perception, desire, the sourdmldéf, and false belief — are central to
the notion of agency in ethical, epistemic, andalagpntexts. This has implications not
only for how we understand human agency, but fox a@ understand the agency of
future machines.

2. Conditions of Agency

Agency comes in degrees: we might expect an avdiaggear old human child to take
responsibility for some things, and an average d&r pld to take responsibility for still
further things, and an average 25 year old to takponsibility for still further things.
We should expect variations in the capacities ofhitees as well. The focus of this
work will be the kinds of mentalizing tasks thateage five year olds excel at, and the
contribution they make to understanding agency.frafnework will be provided for
understanding the conditions of agency. Distimgionill be made between the
generative conditions of agency (what it takes timgo agency into existence), the
maintenance conditions of agency (what is requioekbep agency in existence), and the
regenerative conditions of agency (what is requiedepair or restore agency if it is
impaired). It will be argued that sustaining vasamentalizing abilities are among the
maintenance conditions of agency.

2.1.AN EXAMPLE

Let us consider the capacity to attribute falseiefgl something most 5 year olds
possess. Some children are allowed to view a Sesaothx that has candy (Nichols and

- 322 -



The Computational Turn: Past, Presents, Futures?

Stich, 2003, p.90). One of the children is askedetive the room, and the remaining
children witness the candy being replaced with gendhe absent child is brought back
into the room. When asked what the temporarilyeabghild believes is in the box,
most three year olds say “pencils.” This is adhperson failure to attribute a false
belief. Tasks such as these can be failed initsiegferson as well: young children often
fail to attribute false beliefs to themselves. fEhis an important connection between
agency and the ability to attribute false belief§he ability to take responsibility
involves, among other things, the ability to graéisat | have or had a false or incorrect
view. Without the ability to attribute error to eself, it is difficult to see how one could
in some well developed sense take responsibilityito Moreover, holding another
responsible could well involve, among other thirags;ibuting a false belief to that other
individual. Agent A may challenge Ato revise his, her, or its view on some matter on
the grounds that the view is false, Weeds to be able to attribute a false belief 160
this to happen.

2.2.LEVELS AND CONDITIONS OFAGENCY

There is some recent research that uses an atteh{as opposed to linguistic) paradigm
to argue that children engage in some sort of falskef recognition well before
language is developed (Goldman, 2006, pp. 76-71his is startling and interesting
work, but whatever these very early abilities antadion it will be argued that they are
insufficient for understanding what is requirecativanced forms of taking responsibility
or holding others responsible. They will, howeveglay an important role in
understanding the generative conditions of humanag Success in these very early
attentional tasks appear to be important precutsotise linguistic abilities required for
advanced forms of agency. Supporting what is rebdde these attentional abilities
mightalso be among the maintenance conditions of sinfipters of agency.

A discussion of the conditions of agency can befully augmented with the well
worn three level approach to explanation commoragnitive science — intentional,
algorithmic or mathematical, and implementation®e can examine the conditions of
agency at each of these levels. For examplegantbntional level, we can intentionally
specify what sorts of abilities have to be kepplece or maintained for advanced agency
to exist — much of this may be the same for hunars machines. However, at the
algorithmic/mathematical and implemenational levethere may be important
differences in specifying how agency is maintained.

3. Significance

At some point, we expect our children to startrgkiesponsibility for their behaviour
and engage in self-correcting behaviour made plessip false belief attribution and
other mindreading abilities. Among other thindss tcreates various epistemic, moral,
and other efficiencies — individuals that can manénd correct their own thoughts and
behaviours do not require constant correction fathrers, which frees these agents to
pursue further tasks. One of the driving forcekit the development of machine
agency will no doubt be the desire for these sofrsfficiencies. It will be shown that
other mindreading tasks (over and above false foatigbution) play a role in first and
third person dimensions of agency.
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TOWARD A TESTBED FOR MODELING THE KNOWLEDGE, GOALS
AND MENTAL STATES OF OTHERS

SERGEI NIRENBURG
University of Maryland Baltimore County
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Abstract. The paper introduces a computational environnibat facilitates
development and experimentation with intelligenterstg in the OntoAgent
cognitive architecture. The agents pursue goal- @lad-oriented reasoning, are
capable of communicating in natural language anttl buental models of other
agents.

Decision-making is a core capability of intelligeagents — both human and artificial
ones. Making optimal decisions with limited resagds a very difficult task both for
people and for machines. Helping people to makésies is an important scientific,
societal and technological goal.

Classical decision theory presupposes an idealdeaision-making agent that
possesseall the knowledgaecessary (or desired) for making a decision, aipsrwith
optimum decision proceduresd is fullyrational in terms of the rational choice theory.
Within this theory rationality of an individual dson is estimated in terms of what von
Neumann and Morgenstern (1944) called expecteityutihe cost effectiveness of the
means to achieve a specific goal. In other wordSpmal behavior for an individual
maximizes benefits and minimizes costs of a choice.

However, in real life few people make decisions amdonditions of complete
knowledge, maximum efficiency and rationality. Thi&mon (1955) introduced the
concept of bounded rationality that removes thestramt of having complete
knowledge and the best algorithm by switching freetking an optimal decision to
accepting asatisficing decision (roughly, making do with the first deoisifor which
utility exceeds costs even though there may benamber of better decisions available).
A number of proposals concentrated on the seleafoparameters (features) on the
basis of which choices are made. Thus, the progheoty of Tversky and Kahneman
(1974) and its descendants, such as cumulativgp@cbtheory, augment the inventory of
decision parameters for a decision (utility) fuontby stressing psychological influences
on decision-making, such as risk aversion and fesige” utility meaning utility relative
to perceived utility for others.

In order to incorporate the latter, an intelligagent A must be able to model the
mental states of other agents, A., A, At the intuitive level, we understand mental
states as including, at a minimum, ontological kiealge of concept types as well as
knowledge of concept instances, the agent’'s gmaferences, personality traits, etc.
The concept of ‘belief,’ often used in conjunctieith modeling agents we interpret as
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(possibly, error-ridden) knowledge that agegth&s about other agents it knows. (We
are aware that the knowledggtfas about itself may also be less than accurate.)

In our work on modeling intelligent agents we siréilse importance of extending the
inventory of an agent’s decision-making parametieus only if effective procedures for
determining their values can be developed). Thus,dorrect to state that understanding
speaker’s goals is important in making a decisiooua how to react to a speech act. But
in practice more specific knowledge is needed —example, when a doctor asks a
patient about the latter's family, the patient mugtge whether the speaker’s goal is
professional (having the patient’s condition diaggd) or social (making small talk) or —
and this is an even more complex reckoning — whéth& a social goal put in service of
the professional one (aiming at establishing a eappith a patient so as to develop trust
and ensure cooperation — better-quality respomsgsdstions and requests).

In this talk | will describe a computational enviroent that facilitates development
and experimentation with agents that strive to made of mental models of others as a
prerequisite for making appropriate decisions wibpect to the agent’s own behavior.
This capability is one of several core requiremeotsour cognitive architecture,
OntoAgent. In addition to modeling ontological kredge about the outside world and
knowledge about remembered instances of ontologmatepts (including other agents,
viewed as instances of the ontological coneé#imAN), OntoSem agents:

» are designed to operate in a hybrid network of huarad artificial agents;

e« emulate human information processing capabilitieg fmodeling conscious
perception and action;

* communicate with people using natural language;

e can incorporate a physiological model, making thehat we call “double agents”
with simulated bodies as well as simulated minds;

» can be endowed with personality traits, prefererama$ psychological states that
influence their perceived or subconscious decisiaking preferences;

» rely on knowledge resources and processors thabmad-coverage rather than
geared at a particular application, which simpdifigorting agents to new domains
and applications;

» stress the importance of memory of event, stateohjett instances to complement
its ontological knowledge of event, state and atjgees.

What makes modeling such multi-faceted agents bigass that all aspects of agent
functioning are supported by the same knowledgestsaie encoded in a single
metalanguage. The OntoAgent testbed has been iraptethin the medical domain and
supports two agent environments:

e Maryland Virtual Patient (MVP, McShane et al. 2068)deling a patient, a trainee
MD and a tutor in the process of learning medi¢agjdostics and treatment; and

e ClLinician’s ADdvisor (CLAD, Nirenburg et al. 201Thodeling a patient, an MD
and a clinician’s advisor and intended to assisiciicing clinicians by reducing
their cognitive load.

The talk will include a demonstration of the ab@&mwironments and a discussion of the
ways of modeling mental states of other agents.
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ARCHITECTURAL STEPS TOWARDS SELF-AWARE ROBOTS
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Abstract. Philosophical debates about qualia, perspectigaln&vhat it is like”
experiences and related topics are vastly discaeddoom “architecture talk” in
Al and cognitive science which is required for ursi@nding minds and designing
artificial agents. While philosophy can thus nefphAl in designing conscious
agents, | argue that Al and robotics cannot onlp pailosophy, but may even be
required for solving some of the puzzling questidnsthe philosophy of
consciousness. Specifically, | will claim thatthés no such thing as a necessarily
private experience (neither phenomenal, nor ingospe, nor any other) using as
an example robotic architectures whose instanceswk what it is like to be
another robotic architecture instance.

Start with two basic hopefully non-controversialttions, those ofiwarenessand self-
awarenessdefine them for agent architectures and then show we can say that a
robot isaware or self-awarein a given context. Following Chalmers' (1996}iow of
{\em awarenessnd Block's (1995) notion @fccess consciousneszll a states of an
agent architecturéd an “awareness state” 8 contains informatiorabout something
(entity, state, event, etc.) that the agent (in&ting A) can use to make decisions, guide
its behavior and/or give verbal reports. Spedifijcan agent is “aware ofX” if itis in

an awareness state that in some way representeadesX. An agent is “self-aware” if

it is aware of itself, i.e., if it is in an awaressestate that represents or encodes (parts of)
the agent itself.S will typically be acomplex statéhat consists of substates reflecting
the states of various functional components irattehitectureA. For example, iSis the
state of “being aware of a red box}, then thisestatll roughly require perceptual states
representing the box and some of its propertidsidiirtg its redness, in addition to states
that use some of these representations in order

to form other representations and/or behaviors.

To make all of this more precise, | will brieflytinduce some relevant parts of our
robotic DIARC architecture that we have been dgvielp over the last decade or so in
my lab (Scheutz et al 2007). What is nice abobbtic architectures (or any form of
agent architecture, including cognitive architeetufor that matter) is that one can look
inside. l.e., one can take a look at the blue@id follow the information flow along
connections between functional components. Onereae processing routes and look
at component states. And one can make statemboig possible and impossible
processes in a system that instantiates the actini¢e
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DIARC consists of various functional modules: oa gerception side, there are modules
for vision processing, sound processing (includsmund localization and speech
recognition), laser distance data processing, anocegsing of various internal
proprioceptive sensors. For most sensory modsilitieere are also short and long-term
memories, e.g., a long-term memory for visual ofsjeand a short-term memory for
storing the recognized objects the agent curresglys. On the action side, there are
modules for moving the robot body through the emwinent, for making arm and head
movements, and for making facial expressions, amathgrs. Internal modules consist
of various short and long-term memories togethéh wrocesses that operate on those
memories, including skill memories, factual andsepic memories, a lexicon with
syntactic and semantic annotations in addition trdwforms, and a task memory.
Moreover, there are components for managing thetaggoal, for scheduling actions in
parallel, for processing spoken natural languagetask planning,and for reasoning (for
more details, see Scheutz et al. 2007).

Now consider a robot running DIARC that is askeckthiir it sees a red box and
assume that the robot has a goal to answer qusstiddpon hearing the spoken
utterance, the speech recognizer generates worengolrom it, which are then
syntactically and semantically analyzed, resultm@n internal logical representation of
the meaning. The robot recognizes that the utteravas a question that required it to
perform an internal lookup action in its visual ghi@rm memory (VSTM), namely to
check whether VSTM contains an object represemtatfa red box. Note that the robot
only needs to perform a lookup action in its VSTib&cause VSTM is automatically
updated based on what the object recognition dlguridetects in the image coming
from the camera at a rate of 30Hz. In particwarjous vision processing algorithms
are performed on each image frame attempting tmeegcolored regions, detect object
boundaries, recognize objects and determine thiepaties. These processes result in
the generation of representations of the recognigeicts in VSTM, which are matched
against existing representations so that objecttiiiles can be tracking over short
periods of time. If the agent has an object remregion of a red box in VSTM, then the
representation is retrieved and bound to the exfmesred box”. The binding confirms
the resolution of the reference and triggers aetyiof additional bindings (including the
binding of various discourse variables such ast‘“lm&ntioned object” and “last
mentioned noun” in linguistic short-term memonryj.also triggers the generation of an
answer to confirm that the robot is seeing a red tich the robot then pronounces. In
addition, the generated answer gets stored in ibtigushort-term memory and,
depending on other factors, the whole event “ydwedsvhether | saw a red box, and |
did see one” might get stored in episodic memonddked by time, object type,
interaction type, and others).

From the above description, it is clear that théotowent through several
awareness states including self-awareness statparasf answering the question: the
robot is aware of the question when it is in aestahere it checks for the object asked
for in the question; if there is such an objecg tbhbot becomes aware of the object as
well as of the object's properties (in particuiés,color), and the robot is aware of the
answer it gave. Moreover, the robot is aware sdlithaving been asked the question
and of having given the answer, which is a selfrawass state.

I will then use the above architecture to demostcatring my presentation what it
is like for the robot to have a color experienca arse this result to address some
guestions about phenomenal and private experienphiiosophy. In particular, | will
argue that robotsan knowwhat it is like to have another robot's experience
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LOGIC-BASED SIMULATIONS OF MIRROR TESTING FOR SELF-
CONSCIOUSNESS

NAVEEN SUNDAR
AND
SELMER BRINGSJORD

Abstract. We present a formal logic-based analysis of theramitest for self-
consciousness. Based on this formalization, a ccatipngl simulation of a
mirror-failing dog, a mirror-passing chimp, and a@ror-passing human will be
presented. The simulation will consist in the auiicmmachine-found disproof in
the case of the canine, and proofs in the othercages. These simulations will be
based on an axiomatization of the perceptual an@st details assumed to be
in/operative in these three cases by those emigabia view that chimps and
humans are self-conscious, while dogs aren't.

1. The Mirror Test

In accordance with a now-familiar recig® in the annals of the study of “self-
consciousness,” anesthefiza creaturec; while it's under, paint, say, a red (odorless,
hypo-allergenic) splotch upon its forehead, thu&inmit true thatc has propertr (=
RQ; when awake, placein front of a mirror lic); observe the creature’s behavioto
see if it for example includes the attempt to reendive splotch Kcb or —=Rch); if it
does/doesn't, issue a pronouncement about suchianesis whether or not it's self-
conscious (or self-aware, etc.; i.e., as to whethertSq.

Descriptions of the following oR are innumerable in the literatuf®But what is
the logic of this recipe? Despite decades of wgitibout the value of the recipe, we can
find no rigorous account of it, nor of following$ibin connection with certain classes of
creatures. Therefore, we can't find rigorous corapabhal simulations of such
followings, and we certainly can’t find proofs tHat given creatures they are known to
either have or lack self-consciousness, dependpan whether or not they pass the
mirror test. Work underway by us is designed tovjgte these missing things, and we
propose to report on this work at IACAP 2011, anovs demonstrations.

23  Or perhaps do it while the creature is sleepingdtyu

24 For a compendium of such followings, accompaniedhieycolorful proposal that self-awareness
can be neuro-localized in the right hemisphere Kemman, J., Gallup, G. and Falk, The Face in the
Mirror (Ecco: New York, NY).
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2. Toward a Formal Analysis of the Mirror Test

Let's assume a standard extensional multi-sortgit lim which creatures are partitioned
in customary ways. (Please note that the empiriédrmal literature, as a matter of
brute fact, makes not even a nod in the intensidimattion, and is naturally formalized
via extensional frameworks.) Specifically, the slaxf dogs will be denoted by,
chimps by C; and humans byH.” Then, the following three propositions have
apparently been affirmed in the literature.

1. UcUD[(RcJMclIRcb)-»Sc] « This is taken to be true, in a nutshell, becatisegs
had behaved as chimps usually do, canines would peasumably been admitted into
the “self-aware” club.

2. 0cC [(Rc O Mc [J=Rch) — =Sc] * This is taken to be true, in short, because if
chimps had behaved as dogs do, chimps would hasimably have been kept out of
the “self-aware” club.

3. JcJH [(Rc U Mc [1=Rcb) — =Sc] « This is taken to be true, in a nutshell, because
humans provide the “anchor point” on the issueaaich

Unfortunately, none of these propositions are tedog pre-trained to paw its
forehead when seeing a dog provides a counter-deaimf.., since no participant in the
debate herein considered accepts that such traimisgres self-consciousnéssA
chimp pre-trained to leave splotches intact camstit a counter-example to 2., since no
participant accepts that such training guaranteesibsence of self-consciousness. And a
human inclined to ignore splotches overthrows psijm 3.

Of course, these problems are just the tip of tebérg. The trio is of course
incomplete, since from them one cannot for instadeduce that dogs aren’t self-
conscious, whereas chimps and humans are. One thightthat this is addressed by
adding more formul&® but since the conditional used here is the natednditional,
this trio can’t possibly be heading in the rightedtion, as is easily seen. Assume that a
variant of 2., 2, is to enable deduction that some real-life chi@parlie, ¢, is in fact
self-conscious. How could this deduction go thrdugthcould only work if the relevant
antecedents in'2were satisfied. For example, the following holds.

{2’} U {RclJ U MclJ [J RcJb} O S

But for Charlie, and nearly every single chimp vever lived or will ever live, there will
never be a red splotch and a mirror in his lifedAmet clearly those in favor of ascribing
self-consciousness to chimps will want to makea$eription to Charlie and his friends.
More specifically, those in favor of the ascriptipresumably hold that were it the case
that Charlie was given the mirror test, he wouldsspaThis indicates that some
intensional logic is required; specifically, a cdimhal logic able to handle subjunctive
conditionals is needed.

25 Of course, someone might deny that such behawapresses an intention to remove a
splotch, but that would be entirely ad hoc. Traéngdter all routinely train dogs to form goals
and seek their satisfaction when they observe #hevant triggers. Relevant here is the
Keenan-et-al.-recounted story of behaviourists wlaomed that pigeons were to be classified
with chimps in the running of R. It turned out thla¢ pigeons had been pre-trained in ways
that contaminated the experimentation in question.

26 E.g., 0cD [((Re ' Mc [-Rch) — —=Sc].
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Note that the fact that’' Znight never be satisfied for a particular chimmdg the
fault of our chosen formulation, since that forntigia is a direct symbolization of what
is said in the literature (which has of course beaitten for the most part by
informalists). One way to understand what oughtécclaimed in the informal literature
is that a subjunctive conditional be employed: daample, if in all nearby “possible
worlds” in which Rc and Mc are true, Rcb is trleen Sc is true in the actual world. But
of course this sort of thing is the point, sinceame has yet worked out the details in this
direction, and to credit this direction to anyome the empirical prior work is so
charitable as to border on absurdity. And of cotingedevil is in the details: The formal
calculi we use include an explicit rejection of @spible-worlds semantics for anything
doxastic.

Our modeling of mirror testing has obvious conrawito key distinctions recently
made by Clowes and Set?008. In their terms, our research is without questivaak”
in nature, since we don't claim that our mirrorgiag agents, however formal and fine-
grained the underlying modeling may be, literallg &onscious. In addition, while
elsewhere (Bringsjord 2007) one of us has expreskegticism about Aleksander’'s
axiomatic approach, discussed by C&S, our appriadertainly axiomatic. However,
the calculi upon which this approach rests are mexpressive than those used by
Aleksander (allowing, e.g., for intensional opersa}p and are oriented toward proof
theory and automated proof finding and checking.

Finally, related prior work in simulating the narrtest can be found in Takeno'’s
work on mirror image discrimination. This work pidgs some evidence that at least the
rather informal robotics side of the act of a simmpbent’s recognizing its mirror image
is feasible. We will of course contrast our workhathat of Takeno et al.
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