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“The Computational Turn: Past, Presents, Futures?”  
 
 
 
 
 
Dear participants, 
 
 
In the West, philosophical attention to computation and computational 
devices is at least as old as Leibniz. But since the early 1940s, electronic 
computers have evolved from a few machines filling several rooms to 
widely diffused – indeed, ubiquitous – devices, ranging from networked 
desktops, laptops, smartphones and “the internet of things.” Along the 
way, initial philosophical attention – in particular, to the ethical and social 
implications of these devices (so Norbert Wiener, 1950) – became 
sufficiently broad and influential as to justify the phrase “the 
computational turn” by the 1980s. In part, the computational turn referred 
to the multiple ways in which the increasing availability and usability of 
computers allowed philosophers to explore a range of traditional 
philosophical interests – e.g., in logic, artificial intelligence, philosophical 
mathematics, ethics, political philosophy, epistemology, ontology, to 
name a few – in new ways, often shedding significant new light on 
traditional issues and arguments. Simultaneously, computer scientists, 
mathematicians, and others whose work focused on computation and 
computational devices often found their work to evoke (if not force) 
reflection and debate precisely on the philosophical assumptions and 
potential implications of their research. These two large streams of 
development - especially as calling for necessary interdisciplinary 
dialogues that crossed what were otherwise often hard disciplinary 
boundaries – inspired what became the first of the Computing and 
Philosophy (CAP) conferences in 1986 (devoted to Computer-Assisted 
Instruction in philosophy).  
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Since 1986, CAP conferences have grown in scope and range, to include 
an extensive array of intersections between computation and philosophy 
as explored across a global range of cultures and traditions – issuing in 
fruitful cross-disciplinary collaborations and numerous watershed insights 
and contributions to scholarly reflection and publication. In keeping with 
what has now become a significant tradition of critical inquiry and 
reflection in these domains, IACAP'11 celebrates the 25th anniversary of 
CAP conferences by focusing on the past, present(s), and possible 
future(s) of the computational turn.  
 
Aarhus, July 2011 
 
 

Charles Ess 
Organizer 

 Department of Information- and Media Studies 
Aarhus University 

 
Ruth Hagengruber 

Program Chair  
Paderborn University 
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IS ETHICS COMPUTABLE, OR WHAT OTHER THAN  
CAN DOES OUGHT IMPLY? 

ANTHONY F. BEAVERS  
Department of Philosophy 
The University of Evansville 

In 2007, Anderson and Anderson wrote, “As Daniel Dennett (2006) recently 
stated, AI ‘makes philosophy honest.’ Ethics must be made computable in order 
to make it clear exactly how agents ought to behave in ethical dilemmas” (16). 
To rephrase, a computable system or theory of ethics makes ethics honest. But 
at what cost? Might Turing’s 1950 prophecy that "at the end of the century the 
use of words … will have altered so much that one will be able to speak of 
machines thinking without expecting to be contradicted" (1950, 442) soon take 
on normative dimensions due to research in artificial morality. Will attempts to 
make ethics computable lead us to redefine the term “moral” to fit the case of 
machines and thus change its meaning for humans also? I call this the threat of 
“moral nihilism … the doctrine that states that morality needs no internal 
sanctions, that ethics can get by without moral “weight,” i.e., without some type 
of psychological force that restrains the satisfaction of our desire and that makes 
us care about our moral condition in the first place” (Beavers, 2011a).  
 Analyzing this possibility requires inspection of the meaning of the term 
“ought” and what it implies. In 2009, I argued that, following Kant, ought not 
only implies can, but also might not, in which case it would be morally wrong 
to create artificial Kantian agents, since doing so would require designing them 
in such a way that they could act immorally, but would not do so. Only on such 
a condition would it make sense to hold a machine responsible for its actions 
and praise or blame it for its behavior. In 2011, I argued that if ought implies 
can, then it also implies implementability. If a machine or human can act 
morally, this can only be because the mechanisms (whether in software or 
wetware) have the requisite components to allow for it. Thus, any theory of 
morality must be implementable in real working agents to qualify as a viable 
moral theory. Given the conclusions of 2009, I argued in 2011 that designing 
machines in such a way that they behaved morally but were not able to act 
immorally would require redefining the term “morality” in such a way that full 
moral agency with internal sanctions was not intrinsic to ethics, but “merely a 
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sufficient, and no longer necessary, condition for being ethical.” In this case, 
internal states such as conscience, responsibility (as felt affective weight) and 
thus moral accountability are, ex hypothesi, not necessary for ethics either. 
Thus, if we build machines capable of being described by the term “moral” we 
can only do so by redefining the term. So, if a time is coming when we can 
speak of a machine as moral without expecting to be contradicted, we will have 
succeeded in turning ethics into a strictly extrinsic, behavioral affair in which 
internals are irrelevant. 
 Since on the surface, an ethics without an ought is as empty as thinking 
without insight or wisdom, it is necessary to explore what else ought implies in 
order to form an adequate conception of a metaphysics of morals that will fit the 
information age. While other research for a working conception of ethics has 
already been done (e.g., Floridi and Sanders, 2004), a careful exploration of this 
foundational concept still appears lacking. I hope to fill this gap to explore 
whether ethics can get by without its cherished ought and, if so, what that 
implies for ethics more generally. The concern guiding this talk is whether the 
information age is issuing in a post-ethical age or whether it is leading to a 
redefinition of ethics that is both long overdue and needed. 
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(IN)SECURE IDENTITIES: ICTS, TRUST AND ‘BIO-POLITIC AL’ 
TATTOOS   

KATJA AAS  
Department of Criminology and Sociology of Law 
University of Oslo 

The globalising world is marked by anonymity, mass mobility and mass 
consumerism. These conditions create a distinct set of challenges for social 
identification practices, first and foremost, the challenge of creating reliable and 
‘trustworthy’ identities. The paper addresses in particular the growing reliance 
on biometrics and biometric databases and examines how these forms of bodily 
control function  as border controls. While revealing specific notions of 
subjectivity, the paper also explores how these technologies function as 
mechanisms of social sorting and global governance and have markedly 
different effects on the citizen of the global North and the global South. 
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INFORMATION AND DEEP METAPHYSICS   

TERRELL WARD BYNUM  
Department of Philosophy 
Southern Connecticut State University 

Scientists working on the cutting edges of their field often engage in thinking 
that is much like metaphysics. Similarly, in the past, philosophers inspired by 
major advances in science have made significant additions to metaphysics, as 
well as other branches of philosophy. On occasion, the scientists and 
philosophers have been the very same people. For example in ancient times 
Aristotle created physics, biology and animal psychology, and at the same time 
he made related contributions to metaphysics, logic, epistemology, and other 
branches of philosophy.  Again, during the Enlightenment in Europe, influential 
philosophers like Descartes and Leibniz also were respected scientists and first-
class mathematicians. At times, people who were primarily scientists (for 
example, Copernicus, Galileo, and Newton) inspired thinkers who were 
primarily philosophers (for example, Hobbes, Locke, and Kant). In more recent 
times, revolutionary scientific contributions of Darwin, Einstein, Schrödinger, 
Heisenberg, and others significantly influenced philosophical ideas of people 
like Spencer, Russell, Whitehead, Popper, and many more. 

Today, in the early years of the twenty-first century, developments in 
cosmology and quantum physics appear likely to alter significantly our 
scientific understanding of the universe, of life, and of the human mind; and 
many scientists have become convinced that the universe, ultimately, is made of 
quantum information. These developments, it seems to me, are very likely to 
lead to important new contributions to philosophy; and indeed, as illustrated by 
Luciano Floridi’s writings on informational realism and philosophy of 
information, significant philosophical contributions already have begun to 
appear.  

Of special interest, in this presentation is the idea that the universe is a 
vast “ocean” of quantum bits (“qubits”); and thus each object or process in the 
universe can be seen as a constantly changing data structure comprised of 
qubits. On this account of the ultimate nature of the universe, the fundamental 
“stuff” of which our universe is made is quantum information. Unlike 
traditional “bits”, such as those processed in most of today’s information 
technology devices, “qubits” have quantum features such as genuine 
randomness, superposition and entanglement – features that Einstein and other 
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scientists considered “spooky” or “weird”. These nontraditional features of 
qubits have made it possible to achieve unbreakable encryption, teleportation, 
and a new kind of computing – “quantum computing”. 

In this presentation, a number of quantum topics, such as randomness, 
superposition, entanglement, collapse of a wave function, teleportation, and 
quantum computing are briefly described. In light of such quantum features, it 
seems appropriate for philosophers to re-examine a variety of philosophical 
concepts, such as possibility and impossibility, potential and actual, cause and 
effect, being and reality, logic and contradiction, and a number of others. Such 
concepts are central to the “deep metaphysics” that provides a conceptual 
foundation for  philosophy. Consequently, this presentation calls upon 
philosophers to familiarize themselves with current developments in cosmology 
and quantum physics, especially those developments that see the universe as 
ultimately an expanding ocean of quantum information. If philosophers take on 
this challenge – as Luciano Floridi has already begun to do – the deep 
metaphysical foundations of philosophy are likely to be profoundly 
transformed. As a small contribution to that effort, this presentation concludes 
with a brief sketch of a possible new metaphysical theory. 
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THE NEXT STEPS IN ROBOETHICS   

JOHN P. SULLINS  
Department of Philosophy 
Sonoma State University 

RoboEthics has now matured from its beginnings as a curious offshoot of 
computer ethics into a sub-discipline of its own that has a well defined scope of 
study.  In this paper I will briefly look at the growth of RoboEthics and the 
important roll it is playing in the development of robotics technology.  I will 
then look at the more pressing open problems in RoboEthics and suggest some 
ways forward.  I will focus primary on the criticism that RoboEthics is 
impossible given that phronesis is beyond the capacity of machines.  To refute 
this claim I will propose a model system inspired by the architecture of the IBM 
Watson computer that, I will argue, could achieve an artificial practical wisdom.  
This would be possible through the use of a context sensitive hybrid of logical 
and non-logical search methods that could access documents to find comparable 
exemplar cases similar to the ethical situation the robot is attempting to reason 
about.  Armed with this data, the robot would be able to make more nuanced 
decisions even without its own innate human equivalent practical wisdom. 
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COMPUTATIONAL METHODS FOR THE 21ST-CENTURY 
PHILOSOPHER: RECENT ADVANCES AND CHALLENGES IN 
COGNITIVE SCIENCE AND METAPHILOSOPHY   

CAMERON BUCKNER 
Department of Philosophy 
Indiana University 

As evidenced by past CAP conferences, the intersection of computing and 
philosophy has long been a fertile area of research.  The past ten years in 
particular have produced a variety of new computational techniques of 
philosophical import.  These powerful new techniques present 
philosophers with alluring opportunities, but also pose a number of 
challenges requiring methodological reforms.  In cognitive science, new 
computational models of psychological processes are rapidly-increasing 
our ability to predict behaviors, but the structure of these models seem to 
make a hash of traditional distinctions in psychology such as that between 
cognition and association. In metaphilosophy, new statistical and logical 
programming methods offer the possibility to address otherwise 
intractable philosophical questions, but rely upon a variety of 
assumptions, require input data that can be expensive to collect, and 
produce results that can be difficult to evaluate.  In this talk, I will review 
some of these new technologies, recommending new conceptual 
frameworks and methodologies to understand, evaluate, and utilize their 
results.  While I will give a brief overview of this latest generation of 
research, the talk will focus primarily on specific examples from my own 
work in the areas of comparative psychology and dynamic ontology.  
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Panel 

INTERNET RESEARCH ETHICS: CORE CHALLENGES, NEW 
DIRECTIONS  

Charles Ess  
Department of Information- and Media Studies 
Aarhus University 

 Elizabeth Buchanan  
Director, Center for Applied Ethics 
University of Wisconsin-Stout 
Co-Director, International Society for Ethics & Information 
Technology (INSEIT) 

 Jeremy Mauger 
School of Information Studies 
University of Wisconsin, Milwaukee 

Internet Research Ethics (IRE) is an emerging cross-disciplinary field which studies how 
research is conducted in online environments and seeks to resolve the subsequent ethical 
dilemmas in normative and practical terms. While similar to its physical counterpart, 
conducting scholarly research online is different in terms of ethics and values. For 
example, online surveys bring new privacy concerns. Research in chat rooms confounds 
our notions of subject anonymity and identifiability. Scraping data from social networks 
or public blogs complicates issues of informed consent.  At the same time, research 
conducted on and through the Internet has expanded exponentially in the last ten years; 
researchers across disciplines make frequent use of such tools as online survey 
generators, as well as engage in forms of participant observations of virtual worlds.  
Internet Research Ethics has thus emerged over the past decade as a distinct and 
important field of applied ethics – one that overlaps with central issues and approaches 
of information and computing ethics and is often informed (and informs) the broader 
intersections between computing and philosophy. 
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The panel will begin with a few real-world examples of ethical dilemmas that are 
representative of contemporary issues in IRE and are especially challenging to traditional 
ethics.   Panelists will then provide an overview of two current projects focusing on 
significantly developing the field of IRE, beginning with the current revision of the 
Association of Internet Researchers’ (AoIR) ethical guidelines.  These guidelines, 
adopted by AoIR in 2002, have found extensive use around the world as a helpful guide 
to analyzing and resolving ethical issues in Internet research.  The current revision seeks 
to update the guidelines in light of the dramatic expansion of Internet research following 
on the emergence of so-called Web 2.0 technologies and the ongoing global diffusion of 
the Internet.  The second project is the Internet Research Ethics Digital Library, 
Research Center, and Commons (http://www.internetresearchethics.org/).  This ongoing 
project is the result of a grant awarded by the National Science Foundation to the Center 
for Information Policy Research at the University of Wisconsin-Milwaukee’s School of 
Information Studies.  A primary goal of this project is to develop and provide sound 
resources, a solidified research base, and expert advice as more researchers and more 
IRBs/ethics boards struggle with the complexities of Internet research ethics. Both 
projects thus share an emphasis on praxis – i.e., analyzing and responding to real-world 
dilemmas faced by a growing research community around the globe. 

Following these introductions and overviews, the panel will invite critical discussion of 
the representative issue, approaches, and resources. As well, the panel will welcome 
comments and suggestions from participants for additional resources and insights that 
will contribute to both projects – and to suggest ways where these projects in turn 
contribute to contemporary work in information and computing ethics.  A last goal of the 
panel is to develop a better articulation – a conceptual map – of the multiple 
relationships between IRE as a field of information and computing ethics and other 
characteristic foci and thematics of computing and philosophy. 
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RULES AND PROGRAMMING LANGUAGES  

RAINHARD Z. BENGEZ 
Philosophy of Science, Technology, and Engineering Department  
Carl von Linde Academy 
TUM School of Education  
TU München, Arcisstr. 21, 80333 München, Germany  
bengez@tum.de 

Abstract 

In computer science and related fields we are talking much about rules. The word rule appears 
very often directly or unspoken in papers concerning computer science or Philosophy of 
Computer Science. We are talking about logic(s), interpreters, procedures and compilers, systems 
of rules, programming languages, automata and rules of software design, good practices, and 
much, much more. But, unfortunately, the meanings of the word rule to which one refers from 
case to case seem to be unclear. In my contribution I would like to try to show some of these 
ambiguities and discuss ways to avoid them. According to the nature of this subject, my 
contribution is both analytical and normative as well, because I will analyze some applications of 
the word and work out a traceable direction for use of it.  Admittedly, the word rule has so many 
directions for use in computer science and philosophy of computer science that I cannot talk about 
most of them. I will restrict myself to rules inducing action and especially to such rules in 
programming languages (DSL, specification, etc.). This would mean rules are guiding actions in 
languages, or, stated more general, in sequentially structured patterns. I will start by talking about 
the dependence of rules and actions. 
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A BEHAVIORAL CHARACTERIZATION OF COMPUTATIONAL 
SYSTEMS 

JAVIER BLANCO 
Universidad Nacional de Cordoba, Argentina 
 
RENATO CHERINI 
Universidad Nacional de Cordoba, Argentina 
 
MARTIN DILLER 
Universidad Nacional de Cordoba, Argentina 
 
AND  
 
PÍO GARCÍA 
Universidad Nacional de Cordoba, Argentina 

Abstract. We introduce the concept of interpreter as a producer of behavior in response to some 
input that codifies it. We argue that the notion of interpreter captures the minimal characteristics 
shared by different kinds of computational devices, and can thus serve as a criteria to identify how 
interesting a computational system is. This characterization contrasts with many of the current 
functional descriptions offered in the literature on this topic, in that these are somewhat dependent 
on the technology that is currently available. Since the concept of interpreter can be used to 
compare different systems, it defines a computational hierarchy, establishing the relative degree of 
computationalism of different systems. This enables us to restate some ontological questions, such 
as what is a program?, when is a system computational?, in more precise terms which admit 
clearer answers. 

Any system can be characterized in terms of its possible behaviors. In particular, a useful 
description of a computational system is given by the relationship between the input and 
the behavior produced as a response to that input, characteristic of the system. 
 The feature that distinguishes computational systems from other types of systems is 
that they may produce a very large and interesting set of behaviors, depending on 
syntactic inputs and “without changing a single wire” (Dijsktra, 1988). Thus, the 
characteristic input-behavior relation implicitly defines an encoding of behaviors as 
syntactic objects. 

 We have suggested in (Blanco et al, 2011) that some key aspects of computational 
systems can be captured by the ubiquitous concept of interpreter as used both in 
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theoretical and applied computer science (Jones 1997, Abelson&Sussman 1996, Jifeng 
& Hoare, 1988), defined in a very general manner. In this article, we present an 
interpreter as the necessary link between a set of behaviors and their respective 
encodings, without relying on any mechanistic account of systems. As we argue 
elsewhere, the concept of interpreter can be regarded not only as a notion that captures 
the minimal common characteristics of different types of computational devices and 
serves to clarify various concepts which pervade computer science, but also as a 
framework for understanding computing. 
 By behavior of a system we understand only a description of the occurrences of 
certain events considered relevant of the system. Different ways of observing a system 
may determine different sets of behaviors. Thus, the behaviors will depend on a decision 
regarding the events that are considered of interest for that system (for particular 
purposes). A precise definition of behavior will be left unspecified here, since this will 
only make sense when a particular framework is stated. 
 Intuitively, an interpreter produces a behavior according to some input that codifies 
it. Usually, the encoded behavior may depend on input data, but for simplicity we will 
assume in this presentation that the data and behavior are already encoded together. The 
notion of interpreter is (almost) by definition the necessary link between the so-called 
“program-scripts” and “program-processes” (Eden 2007, Blanco & Garcia 2008). 
 Given a characterization of a fixed set B of possible behaviors, and a set of 
syntactic elements P, an interpreter is a function i : P -> B assigning some behavior b in 
B to every p in P. When this relation is given we say that p is the encoding of b. 
Generally, we speak of the syntactic domain P as the programming language, and of p 
as a program. 
 A (physical) system I realizes an interpreter i if it is capable of receiving an input p, 
and systematically produce the observable behavior b such that i(p) = b. In this case we 
say that I effectively computes b via the program p. We say that a (physical) system 
realizes an interpreter when every time we provide it with an instance of an encoding, it 
produces the corresponding observable behaviour. We do not consider internal states, 
since these may be realized in very different ways. 
 One way of precising the notion of realization is along the lines of the notion of 
“practical realization of a function” defined in (Scheutz 1999), where the relation is an 
isomorphism between the formal definition of i and a physical theory T that describes the 
system I (for example, the theory of electrical circuits) that includes a description of the 
inputs and outputs of the system as well as a function F that maps inputs to outputs using 
the laws and language of T in a way that guarantees the preservation of the ismorphism. 
In (Scheutz 1999) different degrees of “practicality” of the realization relation are also 
considered that take in account the limits in precision with which the inputs can be 
measured and generated, reliability and range of functioning of physical systems, noise 
generated by the environment, etc.  
 The concept of interpreter serves as a criteria to distinguish between systems that 
could be computational (w.r.t some inputs and behaviours) from those that could not. 
Since we want to capture what makes any system programmable, we do not assume any 
particular implementation technology in the concept of interpreter. Different 
computational models, like Von Neumann machines, parallel machines, DNA-
computers, quantum-computers, can be considered interpreters because they can 
systematically produce behaviours from their encodings in a predefined language. What 
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will be specific to each model is the underlying theory used to justify that they are 
interpreters, not the criteria used to determine that they are indeed programmable 
systems. 
 The notion of interpreter can be seen as functional, i.e, an interpreter is such when 
it is capable of producing behaviors from programs. Following this idea, a program is a 
syntactic structure capable of being interpreted. A program is such only relative to a 
given interpreter and an interpreter is such only for a particular programming language. 
The concepts of program, programming language and interpreter are thus relational and 
inter-definable. 
 The main feature of an interpreter is that it is programmable: there is an available 
syntax with which a variety of behaviors can be encoded. The degree of programability 
of an interpreter is given by the variety of behaviors that the underlying programming 
language is able to encode. The degree of programability is the distinctive feature of an 
interesting computational system. If we consider a system computational when it is 
programmable, then being computational will also be a property which can be 
established only relative to a set of behaviors and a corresponding encoding (usually an 
actual programming language). In other words, the property of being computational will 
not make sense independently from a set of behaviors and the encoding. This will allow 
us to tackle some philosophical problem such as the problem of pan-computationalism 
(do all physical systems compute?) (Putnam 1987, Searle 1990, Chalmers 1996, Chrisley 
1994, Copeland 1996, Piccinini 2008) from a different perspective. The question “Is this 
a computational system?'” is replaced by the question “Is this a computational system 
with respect to this set of inputs and behaviors?'”, or equivalently, “How interesting, 
from a computational point of view, is this system?'”. From this perspective, in 
particular, several constructions of “trivial implementations of programs” which intend 
to show how the thesis of pan-computationalism can be established do not qualify as 
interesting computational system. 
 Since the rise of computability theory in the thirties, it was clear that a computation 
is related to certain formal object that prescribes it, e.g. the description of a Turing 
Machine, general recursive functions, a lambda-term, etc. A computation, then, is 
produced following this prescription. Putnam’s (and Searle’s) theorem (Putnam 1987, 
Searle 1990), on the other hand, tries to present a notion of computation in itself, reifying 
computation as something that exists independently of the prescription or program (any 
sequence of states would do). 
 The property of being an interpreter for a given set of behaviours can be satisfied 
by certain systems. An interpreter is a general notion that can be used to characterize 
physical mechanisms (computers, calculators), a human acting mechanically (Turing’s 
computor, a human carrying out the reductions of a lambda term), mathematical 
formalisms (universal Turing machines, etc.), or computers with computing power 
beyond Turing computability (Oracle computers (Copeland 2002)). Whereas a (physical) 
counterpart is needed for the realization of an interpreter, the property of being an 
interpreter, and concomitantly, the property of being a programmable system, can be 
determined by its abstract description. 
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WHAT IS THE DIFFERENCE BETWEEN YOUR FRIEND AND A 
CHURCH-TURING LOVER? 

A New Defense of H-Consciousness. 

PIOTR BOŁTUĆ 
University of Illinois Springfield 
UHB 3030, One University Plaza 
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(and Warsaw School of Economics) 

Abstract. Whatever functionality may be attained by a physical system, (such as a 
human), it could, be replicated by a robot. We can define a Church-Turing lover as 
a robot with all functionalities of a (realistic, or ideal) sex partner. What it lacks is 
only the first person perspective. If we care what a partner truly feels, not just how 
he/she behaves, we should care. Yet, if we could build-in relevant first-person 
consciousness, the difference would disappear, or it would be relegated to a 
broader social-historical context.. 

1. The gist of the Argument 

An important direct implication of the Church-Turing seems to be that whatever 
functionality may be attained (by a physical system, such as a human), it can, in 
principle, be replicated by a robot. In the area of sex, whatever ‘functionalities’ a human 
lover may perform, the same would in principle be replicable in advance sex-toys. The 
term ‘functionality’ can be understood as broadly as we can. Should desired 
specifications of a lover include, in addition to advanced mechanical functionalities, also 
certain advanced tactile features, temperature adjustments, fluid emissions (including 
chemical replication of the body fluids, such as sweat, squirt or sperm), ionization levels 
and other bioelectrical fields, sounds or even sophisticated conversations and other 
language utterances ( ‘the Turing test’ is one of the implications of Church-Turing) such 
conditions can be produced, though sometimes the cost may in practice be prohibitive. 
To understand this point is important for the large sex-toy industry, for other industries 
piggybacking on its research and development, but also for the philosophers. The 
question for philosophers is what, if anything, would make such robotic lover different 
from a human one. Advanced robotic lovers can be viewed as external experience 
machines, where one’s senses are stimulated by an artificial cause but not through direct 
brain stimulation but rather through stimulation of external sensory organs. It is however 
similar to the experience machine since the robot breaks the ‘typical’ or so-called 
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‘proper’ causal chain between the experiences and a human lover and initiates a so-
called deviant causal chain (terms ‘proper’ or ‘deviant’ are used here in the sense used in 
theory of causality, not as moral evaluatives). I come to the conclusion that, while there 
is no functional difference, the human lover is supposed to have a first-person (h-
consciousness) related to Chalmers’ hard-problem.  
 Without such assumption we have no way to philosophically articulate the 
difference between the moral subjects for whom ‘there is something that it is like to 
experience’ a certain thing (here, sex) for the inside, and those for whom there isn’t such 
a thing. Perfect electronic lovers work better than zombies in demonstrating this point 
since we avoid the controversies whether it is conceivable that identical physical 
systems, such as human brains, could produce first-person consciousness in humans but 
not in zombies. The zombies seem to violate the tenet of materialism that there is no 
difference without physical difference while electronic toys do not make such violations.. 

1.1. MAIN  STEPS OF THE ARGUMENT  

Let us present a ‘sentence outline’ of the main argument. 

1.1.1. Defining a Church-Turing lover 
It is the perfect functional imitation of a human lover in terms of all parameters desired, 
which may include some or all of the following: a. tactile features, b. reactivity to voice 
commands, c. speech quality, d. speech content (including, the ability to meet the Turing 
test), e. advanced domestic skills (cooking, cleaning), f. other skills of an artificial 
companion as defined by Floridi. 

1.1.2. Defining your boyfriend/girlfriend 
 
Defining your boyfriend/girlfriend as a human being, equal or inferior to the Church-
Turing lover in terms of the functionalities described broadly in points a-f and all other 
typical functionalities. 

1.1.3. Establishing rough functional equality between the Church-Turing lover and the 
Boyfriend/Girlfriend. 

 
This includes the responses to various objections such as the social objection, the 
psychological objections and the religious objection. The only objection left unanswered 
is the reproductive objection, which leaves us with ‘rough functional equality’: Church-
Turing lover is functionally equal to your Boyfriend/Girlfriend provided you do not 
intend to procreate  with him/her. (Actually, Church-Turing implies procreative 
functionality in robots as well). 

1.1.4. Atypical functionalities, defined as those of the first-person perspective. 
I show futility of the Church-Turing functional reenactments of presumed first-person 
states. Why do I want my boyfriend/girlfriend to have an orgasm not just to be very good 
at faking one?  (If I am not an egoist I want her to feel good not just to behave as if she 
felt so.) Also, I give a brief,responses to the privileged access problem). 
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1.1.2. The engineering thesis in machine consciousness 
 
The engineering thesis in machine consciousness, saves your girlfriend/boyfriend’s 
uniqueness, but not forever. There is a first-person, inductively established, difference 
between the Church-Turing lover and a boyfriend/girlfriend. The difference may 
partially disappear should we be able to engineer robots with first-person h-
consciousness.functionalities. 
 

 . 
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HAECCEITY AND INFORMATION 

THEPTAWEE CHOKVASIN 
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Nakhon Ratchasima, Thailand 

Abstract. The interest in ‘information entities’ is increasing in the philosophy of 
information. In this article, I offer a philosophical analysis which is concerned 
only with their haecceities (thisnesses) in the conception of Heideggerian 
‘functionality’. I argue that the haecceity of an information entity is necessary for 
making a legal judgment on cybercrimes- especially on sharing illegal information. 
Moreover, when considering about the persistence of deleted information files, it 
is found that haecceities of those information files have some aspect of being an 
indexical of functionality which is far beyond what Duns Scotus knew about them. 

1. Introduction 

I live in Thailand, and my friend is now in Japan. We are chatting on the MSN. If now 
I’m reading some information in a school website, and my friend is reading the same 
thing on his computer screen in Japan, are we exactly reading the same thing? 
 Someone may consider about this situation and say that the same thing can appear 
in many different places at the same time, therefore we are exactly reading the same 
thing. However, some other may say that one thing cannot be in many different places at 
the same time, so my friend and I are looking at two different website pages which are 
merely similar to each other. 
 And so, a question arises, “When are two chunks of information, or two 
information entities, the same?.” In this fashion of the argument above, it can be seen 
that something that is very similar to the problem of universals is brought back from 
classic metaphysics. Cyber-information on webpage behaves like it is a universal which 
is instantiated in many individual computers. However, if a philosopher of information 
wants to retain the position of considering information as information entities, she may 
have to take another route of explaining the similarity of the two web-pages. She might 
explain that they are two different information entities that instantiates the same 
universal ‘informativeness’. 
 If the latter is right, then we have to admit that any information is an information 
entity of its own. There are no two distinct information entities exactly resemble each 
other. Unfortunately, this position of metaphysical information entities may have 
undesirable result. In the present time, there is a law of computer crime that forbids 
sending or forwarding any illegal information, pictures, piracy items, etc. to a third 
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person. Both of the sender and the receiver will be considered guilty of doing that. But 
how can the law still be legitimate if the receiver uses the argument above to show that 
because of their status of being different information entities, he therefore did not receive 
the same thing from the sender? 
 The latter one leads us to other topics in metaphysics which are about identity and 
individuation, and in this article it interests me more than to find out the account of 
sameness of information entities in the light of the metaphysics of universals. So, I will 
stick to the topic of identity and individuation. In this article, I will develop an analysis 
to answer the question above. The analysis will be in the light of Heideggerian 
‘functionality’ as mentioned by Ratcliffe (2002) that, apart from their properties, for two 
things to be identical to each other they must be considered from their ‘teleological 
webs’ including their values and ends. However, it must be developed further when 
answering another question of what the appropriate notion of identity for information 
entities is. I will argue that the problem of individuation is deeper than the problem of 
identity. The two information entities that are not different in their properties will be 
individuated by their info-haecceities which are the bases for their identity. 

2. Haecceity and Functionality 

It is said that John Duns Scotus may be the first philosopher who deals with the problem 
of individuation with “the difference”. Duns Scotus gave arguments for positing an 
“individuating difference” or a haecceity which is to give an account to individuals. In 
his Ordinatio, Duns Scotus said that “I reply therefore to the question that material 
substance is determined to this singularity by some positive entity and to other diverse 
singularities by other diverse positive singularities.” (Wolter, 1994 : 286). 
 The positive individuating difference, or haecceity, is different from the common 
nature, or quiddity, that is to explain what an individual essentially is. So, we may never 
reach a full understanding of the haecceity. 
 Now we can say that the receiver of the illegal information may be considered 
guilty from another perspective. Although it can be said that it is controversial of him 
being guilty of receiving the very same thing from the sender, he is still guilty from 
producing another new illegal entities in the computer system. It has to depend instead 
on “the difference” to be legitimate for charging to two persons (not just one) of being 
guilty of two different acts differentiated by two different entities which just happen to 
have the similar characteristics in their common natures. 
 Cannot haecceity be grasped at all? In Haecceity (1993), Gary S. Rosenkrantz had 
some arguments to show that the haecceity of the objects incapable of consciousness are 
to us cognitively inaccessible. Only the haecceity of one’s being oneself can be grasped 
and expressed linguistically by only that one person. If we follow Rosenkrantz’s 
argument, we have to admit that the haecceity of other entities around us in inaccessible. 
Is this the same case for haecceity of information entity, or info-haecceity?. 
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THE LIMITS OF COMPUTER SIMULATIONS AS EPISTEMIC TOO LS 

JUAN M. DURAN 
Universität Stuttgart - SimTech 
Germany 

Over the past few decades the use of computers for scientific purposes has been 
extended to virtually every branch of science. Such widespread acceptance is clear: their 
provide powerful means for solving complex models, as well as speed and memory for 
analyzing and storing data, visualizing results, etc. 
 A less broad, yet still important, use of computers in laboratory practice is by 
means of implementing computer simulations. Lately, scientists have turned their interest 
to the design, validation, and execution of computer simulations instead of setting up, 
controlling and calibrating a whole material experiment. Whether for budgetary reasons, 
time-consuming delays, or complexity, today scientific practice is carried out in a way 
that strongly relies (if not fully depends) on computers. Here we face a philosophical 
problem that now has become widely discussed. 
 Current philosophical literature deals with the question whether the epistemological 
value of a traditional experiment has greater (or less) confidence than a computer 
simulation. The most used trick for answering this question is by addressing the so-called 
“materiality problem”.  
 Its standard conceptualization is characterized by Parker in the following way: “in 
genuine experiments, the same ‘material’ causes are at work in the experimental and 
target systems, while in simulations there is merely formal correspondence between the 
simulating and target systems (...) inferences about target systems are more justified 
when experimental and target systems are made of the ‘same stuff’ than when they are 
made of different materials (as is the case in computer experiments)” (Parker, 282). In 
general terms, the materiality problem can be addressed either by emphasizing the lack 
of materiality in computer simulations as epistemically defective (for example, as in 
Guala, Morgan and Giere), or by claiming that the presence of materiality in experiments 
is rare and, ultimately, unimportant for epistemic purposes (Morrison, Parker and 
Winsberg). 
 Either solution leads to what I call the “dilemma of computer simulations” for it 
presupposes that once the ontology of computer simulations is sorted out, its epistemic 
power can be fully determined. Indeed it is required, as premise, to provide an ontology 
that resolves the epistemic value of computer simulations. However, the informative 
exercise of simply checking off ontological features of computer simulations begs the 
question whether it is legitimate to draw any epistemic conclusion at all. Paraphrasing 
Hacking, they disagree because they agree on basics.  
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 A different approach consists of defending the epistemic reliability of computer 
simulations as philosophically detached from its ontological conceptualization. This does 
not suggest, though, that they are two unrelated issues, but instead that each can be 
analyzed in its own right. In fact, there exist a close relation between them insofar the 
ontology becomes, to certain extent, a limiting case for the epistemology of computer 
simulations.  
 Therefore, instead of asserting that “on grounds of inference, experiment remains 
the preferable mode of enquiry because ontological equivalence provides 
epistemological power” (Morgan, 326), I hold a twofold claim: firstly, that materiality 
only restricts computer simulation from “accessing” certain aspects of the world which 
require a causal story; in other words, materiality draws the boundaries from where 
experiments become a specific and irreplaceable method for knowing something about 
the world. Secondly, that computer simulations provide ways of inference that do not 
depend on its materiality but on its capacity for representing empirical as well as non-
empirical systems.

Keeping an eye on these two claims, I propose to proceed in to co-
related steps: firstly, by analyzing and characterizing the nature of computer simulations 
and material experiments; naturally, this step is highly dependent on assumptions on 
computational models, computer programs and experiment, all of which will be briefly 
addressed. Secondly, by discussing the philosophical relevance of the limits imposed to 
computer simulations by materiality as well as drawing some preliminary conclusions on 
their epistemic power.  
 Case examples will be briefly discussed as well. In one sense, there are many 
aspects of scientific practice that cannot be substituted by computer simulations, but 
require interaction with the material world: measurement, for instance, is one case. In 
certain measurement instances (i.e. the so-called “derived measurement”), the causal 
interaction of an instrument with the world cannot be replaced by the calculus performed 
by a computer simulation. Another interesting case-study is the reproducibility of 
experiments (Cf. Franklin and Howson 1984): as it is well known, the variation of 
instruments and experimental set-up tends to increase its epistemic reliability; it is not 
clear, however, that a similar methodology may work for computer simulations. In 
addition, the detection of new real-world entities seems a complete chimera for computer 
simulations, although it is a key role of material experiments. On the other hand 
computer simulations have the capacity of dealing with incredible complex equations 
that represent real-world systems and from which it is possible to “crunch” large amounts 
of data. Most of our knowledge about the world also comes from manipulating and 
interpreting such data. Computer simulations can also be used for investigating “rational 
worlds”, such as counterfactuals, thought experiments and mathematical worlds.  
 I then urge for a philosophical discussion of the epistemological value of computer 
simulations based on its capacities and limits, instead of the dependence on an 
ontological conceptualization. 
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Abstract. A model of hypercomputation can compute at least one function not 
computable by Turing Machine and its power comes from the absence of particular 
restrictions on the computation. Nowadays, some researchers claim that it is 
possible to build a physical model of hypercomputation called “accelerating 
Turing Machine”. But for what purposes these researchers would try to build a 
physical model of hypercomputation when they already have mathematical models 
more powerful than the Turing Machine? In my opininon, the computational gain 
provided to the accelerating Turing Machine is not free. This model also lost the 
possibility for a human to access to the computation result. To define this feature, I 
will propose a new constraint called the “access constraint” stating that a human 
can access to the computation result regardless of computation ressources. I will 
show that the Turing Machine meets this constraint unlike the accelerating Turing 
Machine and I will defend that build a physical model of the latter is the solution 
to meet the access constraint. 

The aim of the computability theory is to define mathematical functions computable by 
algorithms. The definition of an algorithm is however an informal one and the 
computability theory needs a mathematical definition of this notion. In order to formalize 
a predicate which means “can be computed by an algorithm”, Alan Turing (1936) 
proposed the formal predicate of “computed by Turing Machine” or “Turing-
computable”. According to Turing, the Turing Machine (TM) is a mathematical model 
of computation with a power equivalent to an algorithm. This claim is summarized in the 
Church-Turing thesis: functions computable by algorithms are computable by TM. This 
thesis argues that the TM defines the computation by algorithm since if a function is not 
Turing-computable, there is no algorithm which can compute it. For example, Turing 
proved that some mathematical functions such as the Diophantine function1 are not 
Turing-computable. Turing (1939) however, showed in his thesis that the computing 
power of the TM, that is to say the number of functions it could compute, depended on 
the type of constraints applied to the model.                                                                                                       
        Models which are able to compute more functions than the TM are called “models 
of hypercomputation” or “hyperMachine”, and their computational power comes from 

                                                 
1  Given a Diophantine equation x, the Diophantine function is the function such as 

f(x)=1 if x has at least a solution and f(x)=0 otherwise.  
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the absence of particular restrictions on the computation. Recently, Jack Copeland 
(2002) has proposed a model of hypercomputation named “Accelerating Turing 
Machine” (ATM) which is based on the absence of the constraint that the computation 
must include a finite number of steps. Copeland demonstrates in his article that an ATM 
is able to execute an infinite number of computational steps in a finite time and compute 
non Turing-computable functions such as the Diophantine function. More importantly, 
some researchers defend the idea that it is possible to physically build an ATM. 
However, the physical construction of a computational model, whether equivalent to the 
TM or not, goes beyond the original framework of the computability theory. Indeed, the 
Church-Turing thesis states nothing about the computing power of a TM physically built, 
it states only an equivalence between the intuitive concept of algorithm and the 
mathematical concept of Turing Machine. It is therefore pertinent to ask for what 
purposes these researchers would try to build physical hyperMachines when they already 
have mathematical models more powerful than the TM. In other words, why leave the 
mathematical framework of hypercomputation to turn to the physical sciences? 
 In order to answer these questions, I will try to explain one reason why advocates 
of hypercomputation want to physically build a computational model with a greater 
power than the TM. In my opininon, although the absence of a constraint such as the 
finite number of steps allows the ATM to compute more functions than the TM, the 
computational gain is not free. The model of hypercomputation also lost a key feature: 
the possibility for a human to access to the computation result. To define this feature, I 
propose a distinction between “to access to the result” and “to compute the result”. 

We have access to the computation result when the result is available to us in 
principle. This result doesn't need to have a meaning, it can only be a string of 
symbols. 

We compute a result when we can follow in principle each computational step from 
input to output. 

From these definitions, we can set out two constraints: one asserting that we can compute 
results computed by a model and the other asserting that we can have access to these. Let 
a function f which is computable by a model. 

• This model meets the access constraint (AC) if for all input x, we can have 
access to f(x). 

• This model meets the computing constraint (CC) if for all input x, we can 
compute f(x). 

 It is straightforward to show that these two constraints are set out in the definition 
of a TM. However, I think that the ATM doesn't meet the CC and the AC. My main point 
is to explain that it is actually unlikely that a human can compute an infinite number of 
steps in a finite time. This argument consists to say that the brain, where computations 
are made, is a finite entity both in space and time. This argument seems pertinent in 
order to show that we are not able to follow step by step an infinite computation. But it is 
not suffisant to prove that we can't have access to the result from an infinite computation 
because it could be possible that we have access to Diophantine function results without 
to follow each computational step. For exemple, Hava Siegelmann (1995) has proposed 
a mathematical model of the brain in the form of artificial neural nets which according to 
her could compute “beyond the Turing limit” Although it appears that Siegelmann's 
model may exceed the power of the TM, it has been strongly criticized by Martin Davis 
(2006) in his article entitled The myth of hypercomputation. 

From the two arguments outlined above, I shall make the assumption that a human is 
not able to compute and to have access to the result of a non Turing-computable function 
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computed by an ATM. Therefore, this model does not meet the CC and the AC. 
Nevertheless, could an ATM meet these constraints? In my opinion, it is necessary to 
distinguish two ways for a model to meet the AC. 

• A model meets the AC in an internal sense if a human is able to have acces to 
the computation result without a physical realization of the model. 

• A model meets the AC in an external sense if a human is able to have acces to 
the computation result with a physical realization of the model. 

For example, a TM meets the AC in an internal sense because we can access to results 
from its mathematical definition. On the hypercomputation side however, we could have 
acces to the computation result in an external sense with a physical realization of an 
ATM. This result, characterized by the link between the computing power of a model of 
hypercomputation and its physical realization has important consequences for the notion 
of computation. It shows that some features belonging to hypercomputation models do 
not only depend on mathematics. Specifically, the possibility to access to the result of a 
non Turing-computable function computed by an ATM is based on physical constraints. 
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Abstract. This paper will discuss a connection between the ontology of virtual 
objects and several problems of information ethics. I argue that there is a strong 
tendency, sometimes even among professionals in ICT, to treat virtual objects like 
material objects. There are many political regulations and economic practices 
which make sense for material objects, but do not make sense for virtual ones. 
Such an ignoring of the nature of data processing, be it deliberate or not, I call a 
materialistic fallacy and consider it to be hampering social progress and benefit. 

1. The Fallacy 

I call a materialistic fallacy if virtual objects are unnecessarily treated like material 
objects. The immediate effects of this fallacy are two: The practice in question either 
proves to be ineffective, because it is easily circumvented; or, where it can be enforced, 
it stalls progress and severely limits the benefit that ICT could provide. 

2. The Ontology of Virtual Objects 

By “virtual objects” I refer to any chunk of digitally stored data that is conceived as a 
distinct entity by human understanding. This will in most cases be identical with files. 
However, the human mind does not have to go along the lines of file descriptors, and 
especially outside professional IT it often does not. A mouse pointer, window or web-
page might be made up of several distinct files, and neither is a part of a file a file, nor is 
the entire content of a hard-drive. However, all these are virtual objects, as soon as we 
refer to them. And the decicisive thing about virtual objects is that they can easily be 
made a file and be subject to all possibilites of data processing. By this definition of 
virtual objects I hope to circumvent most of the specific problems in the ontology of 
computing. 
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 In material reality, form and matter cannot be separated from each other. One of the 
effects of this is, that we are used to relatively stable individual objects, that persist in 
time. Persistence is the precondition for movement: When a material object is moved 
into a new place, it is not at the same time in its former place anymore. 
 In the realm of information, however, the case is entirely different. In Aristotelian 
terms data processing deals with pure 'forms'. Forms don't move. They are a-temporal 
and intangible (This largely corresponds to what Eden & Turner (2007) say about 
programs). Their distinctive characteristic is instantiation. Any number of instances of a 
form can exist, but none of them is prior to any other. If we send a network packet to two 
different computers, we cannot say which of the arriving packets is the original and 
which a mere copy. Such questions make sense in the material world, but they do not 
make sense in the virtual. 
 Technically, any chunk of data is at any point located in particular bits and bytes, 
and so still is an instantiation and not a pure form. However, since computers are all 
about reinstantiating the form of this instantiation, this fact is negligeable. Computers are 
all about making it negligeable. This results in what Moor (1997) calls information being 
“greased”. 
 Of course there seems to be movement in virtual objects, i.e. in a cursor on a 
screen. Otherwise computers would not be very useful. But we should keep in mind that 
such movement is always a simulation, created by a sequence of copying and erasing. 
But only because we sometimes cannot help using such simulations, there is no need to 
do it to the utmost degree. I suggest the opposite: We should do it only where it is 
necessary, and otherwise maximize the benefit from freeing information from the bonds 
of materiality.  

3. Examples 

3.1 DATA EXPIRY 

A typical materialistic fallacy is the suggestion, put forward by Viktor Mayer-
Schönberger (2008), and recently picked up by the German ministry for consumer 
protection, to have an inbuilt expiry date for data on the internet. The idea sounds nice: 
This would end the problem, that what is put online once, resides there forever.  
 However, it will never work. More precisely: It could only work under the most 
extreme conditions of worldwide data-control – an amount of control no current 
institution is anywhere close to exert. Of course we can write a program that erases a file 
after 90 days, but it would have to be implemented either as a mandatory core module of 
all existing operating systems, or as an obligatory hardware solution similar to Trusted 
Computing. However, it does not lie in the nature of data to expire. An expiry module 
would only be a separate addition to the core functionality of computers, and thus both 
unwanted and easy to remove. 

3.2 DIGITAL RIGHTS MANAGEMENT 

DRM, or more specifically, copy protection is almost archetypical for the materialistic 
fallacy. When we are trying to charge customers on a per-copy basis, we are following 
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the paradigm of material objects. Copy protection attempts to establish a uniqueness and 
sameness for the copy, that does not lie in its nature. The protection must prevent a 
function that data processing generally offers: the re-instantiation of data. 
 There are various consequences of this: First, the moral restraints to copy software, 
protected or not, are lower than in material theft, because copying does not result in 
anyone else losing data. Second, just because it is not its nature, the seeming uniqueness 
of a copy is difficult to maintain, as it can only be provided by an additional module. I do 
not endorse pirating software. But I endorse acknowledging the basic structures of ICT 
because of which it is easier to pirat it than to protect it. And I endorse thinking about 
alternative ways of dealing with this. 

3.3 E-VOTING 

The ontologic structure of ICT also matters in the discussion about eVoting. I am not 
referring to security issues here, but to the situation once security is breached. Then the 
full power of data processing lies at the hand of the intruder: Whether you forge 10 votes 
or 10 000 000 – it is just one line of code. The difference between local and global 
modification is not the same in virtual as in material reality. Virtual Objects do not count 
one by one, but can be treated formally, on various levels of abstraction. Large scale 
modifications in a database are in principle no more difficult than singular modifications. 
I don't say that this alone must decide the issue. All I say is that the nature of data 
processing has to be taken into account. 
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Abstract. The effect of computers and computation on the philosophical study of 
the epistemology of truth is discussed.  The development of algorithmic truth as 
satisfiability is considered using modern quasi empirical methods that follow the 
mathematician Paul Finsler's discovery that a formal conception of truth does not 
suffice.  The P=?NP problem is considered and shown to be a philosophical 
problem using Finsler's method.  Non truth value assignment conceptions of truth 
such as deflation and computer science as a method for studying physics are 
criticized. 

1. Introduction 

The mid 1960s marked the beginning of the influence of computers on the epistemology 
of various conceptions of truth.  On the one hand fast computers were becoming 
available and on the other quasi-empirical characterizations of mathematics in the form 
of Lakatosian research programmes were becoming popular (Lakatos, 1967).  A. J. Ayer 
attributes the quasi-empirical characterization of logical truth to J. S. Mill from the 
middle of the 19th Century (Ayer, 1936, p. 291). In 1964, Paul Finsler published what he 
claimed was an air tight defense of his rejected 1926 idea that 'A Formal "conception of 
truth" cannot suffice' (Finsler, 1996, p. 163).  

Computers were becoming fast enough so that computer programs for proving 
mathematical theorems and for verifying truth were conceivable.  These developments 
led naturally to questions concerning what can be computed, and if there are any 
limitation of computability.  Before the mid 1960s, at least in the area of mathematics, 
epistemology had become truth as existence of mathematical objects generated from 
abstract set theory.  The various incompleteness, inconsistency and set theory paradox 
results were avoided by falling back on truth as axiomatic logic. 
Computers allow a new and seemingly empirical epistemology of truth.  Namely, 
something is true if it can be computed in a reasonable amount of time.  This 
immediately led to problems.  One early example was alphabetization (sorting) using a 
giant table.  One can sort a list in linear time by converting each key into a number and 
storing the number into the address corresponding to the encoding. It is not clear if this is 
alphabetization or not, and it was not clear how to collect the result. 
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2. THE P = ? NP PROBLEM AND TRUTH  

In order to study "the basic nature of computation and not merely minor aspects of our 
models of computers" (Baker, 1975), the polynomial time versus non deterministic 
polynomial time class equivalence problem was developed by Cook(1968) and 
Karp(1972).  The problem basically asked if the satisfiability definition of truth could be 
computed by a deterministic Turing machine (TM) as fast as it could be computed by a 
non-deterministic TM.  The satisfiability conception of truth goes back to Alfred Tarski's 
work in the 1930s (Tarski, 1956) that defined a statement (conjunction) of basic 
propositions to be true if it is true under any possible assignment of truth values to the 
basic atomic propositions in the statement. 

This problem is not only the central problem of computer science, but according to 
Aaronson(2005, p. 2) "is correctly seen as the deepest problem in all mathematics".  
Since the formulation of the P =? NP problem in the late 1960s, it has become both a 
mathematical problem, a scientific problem because it involves time and a philosophical 
problem.  The "canonical" possibly easiest problem in the NP class of problems is the 
logical truth satisfiability problem.  Following Karp, other problems in the class NP 
(solvable in in a polynomially bound number of steps on a non deterministic TM) are 
solved by mapping to the satisfiability problem in polynomial time (Karp,1972).  The 
satisfiability problem and its characterization of what can be computed is closely related 
to the very essence of truth because as 18th philosopher David Hume observed, "no 
general proposition whose validity is subject to the test of actual experience can ever be 
logically certain. ... [something] substantiated in n-1 cases affords no logical guarantee 
that it will be substantiated in the nth case also" (Ayer,1936, p. 289). 

This paper considers the epistemology of computation in the quasi-empirical sense 
by investigating "what is true, and not what is hypothetically taken to be true (for 
instance axioms)" (Finsler, 1996, p. 162). 

3. Problems Solved by Computational Epistemology  

Two obvious problems solved by computing are disproof of the deflationist definition of 
truth and disproof of the form of intuitionism that disavows the law of the excluded 
middle.  The deflationist theory of truth (Stanford Encyclopedia, 2010) argues "to assert 
a statement is true is just to assert the statement itself".  Computation epistemology of 
truth as a satisfiable assignment to all atomic elements is obviously more than merely 
"asserting a statement". 

There are a number of forms of intuitionism.  One form rejects the law of the 
excluded middle.  It is claimed there are formulas that are neither true nor false 
(probably because they can not be constructed in a intuitively obvious way).  Again, 
existence for finite formulas (possibly potentially infinite unbounded formulas also) can 
be tested by finding some assignment of true and false to atomic clauses that makes the 
formula evaluate to true.  If no such assignment exists, the formula is false (Finsler, 
1996, pp. 167-168).  There is no question of intuitively acceptable methods here. 
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4. Problems Unsolvable by Computational Epistemology 

Although, satisfiability computable in a reasonable amount of time solves some 
epistemological problems, it can not deal with problems involving actual infinity.  From 
Finsler(1996, p. 164): 

One cannot form the set of all ordinal numbers, since its definition contains an inherent 
contradiction [Russell's paradox].  If it were not an ordinal number, then it would still 
contain exactly all preceding ordinal numbers, and therefore it would have to contain 
itself as an element which is impossible. 

5. Internal Problems of Computational Epistemology - Oracle Use 

One of the first attempts to solve the P =? NP problem tried to use an infinite counting 
argument from meta-mathematics (Baker, 1975).  The method goes back to Cantor's 
diagonalization using the lack of a one-to-one mapping between real and rational 
numbers.  The modern meta-mathematical model theory analog of diagonalization is 
relativization using oracles.  The idea is to allow TMs to make unit time calls to an 
oracle.  The hope was that for all oracles the class of languages recognized by P plus an 
oracle was strictly contained in (not one-to-one) NP with an oracle.  The result was that 
P is in NP for some oracles but not for others.  The Baker et. al. conclusion was that by 
"slightly altering the machine model, we can obtain differing answers" (p. 431). 

Since then, much of computational complexity theory has been dedicated to 
relativizations because relativization proper containment immediately shows P != NP.  
Researchers who think there may be epistemological difficulties with the P =? NP 
problem have criticized relativization but mostly without success (Hartmanis, 1976 & 
Hartmanis, 1992).  Relativization pertains to computational epistemology because it 
removes problem specific structure from computable truth.  Hartmanis(1976) shows that 
for models of computation that allow the use of more efficient storage access such as the 
MRAM model which has unit cost for multiplication, P = NP (pp. 33-46).  This may 
show that there is some conceptual problem with the Church-Turing Thesis (definition of 
TMs) or even that the class NP does not really exist (it is an illusion in the Finslerian 
sense) because abstraction of the structural connection between satisfiability and other 
problems that need non deterministic computation for efficiency is incorrect. 

6. Physicalization of Computational Epistemology 

Computational epistemology has taken a recent turn toward arguing that studying the P 
=? NP problem "can yield new insights, not just about computer science but about 
physics as well" (Aaronson, 2005, p. 1).  Deolalikar(2010) recently published a proof 
that P != NP except unfortunately it needed axioms from empirical theories of statistical 
physics. 

In conclusion, I see this change in direction negatively because it attempts to 
convert a question from physics on the existence of quantum computers (QCs) (pp. 5-8) 
into formal and axiomaticized computational epistemology that does not allow quasi-
empirical experimentation.  The argument comes full circle because the mathematicians 
who contributed to the development of modern physics (including Finsler whose main 
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area was the differential geometry of general relativity, p. vii) were skeptical of exactly 
the physics that QCs embody and require. 

In his post WW II standard graduate level quantum mechanics text book, Leonard 
Schiff argues that "QM's range of applicability is limited to approximating the behavior 
of the atom" (Schiff, 1949, p. 267).  Also, Paul Feyerabend's analysis of the theories of 
Niels Bohr and David Bohm (Feyerabend, 1982), show that the very properties assumed 
by QC builders do not exist.  Bohr states (Feyerabend's italics): "At the same time we 
must deny the universal validity of the superposition principle and must admit that it is 
but a (very useful) instrument of prediction." (p. 258).  Also Feyerabend (David Bohm 
taught QM to Feyerabend) describes Bohm's view of the uncertainty principles as: 
"However in order to show the basic and irrefutable character of the uncertainty 
principle these features themselves would have to be demonstrated as basic and 
irrefutable." (p. 223). 
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Abstract. What is the philosophical foundation of the World Wide Web?  T. 
Berners-Lee, widely acclaimed as the inventor of the Web, has developed informal 
reflections over the central role of URIs (Uniform Resource Identifiers, previously 
Uniform Resource Locators) as a universal naming system, a central topic in 
philosophy since at least the pioneering works of R. Barcan Marcus. URIs (such 
as http://www.example.org/) identify anything on the Web, so the Web can be 
considered the space of all URIs. In a debate between Berners-Lee and P. Hayes 
over URIs and their capacity to uniquely 'identify' resources, Berners-Lee held that 
engineers decide how protocols should work and that these precisions should 
determine the constraints of reference and identity while Hayes held that names 
have their possible referents determined only as traditionally understood by logical 
semantics, which Hayes held engineers could not change but only had to obey. 
This duality can be interpreted as an opposition between a material a priori and a 
formal a priori. The material a priori of technical systems like the Web is brought 
about by what we call 'artifactualization', a process where concepts become 
'embodied' in materiality - with lasting consequences. 
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1000-word abstract 

What is the philosophical foundation of the WWW?   Is it an open and distributed 

hypermedia system? Universal information space? How does it differ from the Internet?  

While the “ecology” of the Web has known many a revolution, in contrast, its underlying 
architecture remains fairly stable. URIs, the HTTP protocol, resources, and languages 
like HTML and RDF constitute the building blocks of the Web. As the particular kind of 
computing embodied by the Web has displaced traditional desktop applications, the 
foundations of Web architecture and its relationship to wider computing needs to be 
clarified in order to determine both its roots, boundaries, the reasons for its success, 
future developments... This is especially urgent as now debate is opening over platforms 
and cloud computing, as how they relate to the Web.  
 Tim Berners-Lee, widely acclaimed as the inventor of the Web, has developed in 
his design notes informal reflections over the central role of URIs (Uniform Resource 
Identifiers – previously Locators) as a universal naming system, a central topic in 
philosophy since at least the pioneering works of Barcan Marcus. URIs (such as 
http://www.example.org/) identify anything on the Web so it can be considered the space 
of all URIs.  The concrete access mechanisms of how information is transmitted via a 
URI is then determined by the Internet, and so the Web could be built on another 
architecture (such as the “Future Internet”), and likewise the Internet can also host other 
applications than the Web, such as peer-to-peer file-sharing. 
 Possible entities denoted by URIs are called resources. While high-order 
ontological debates have continuously tried to provide distinctions between endurants 
and perdurants (categories that mainly apply to substances), the characterization of 

resources has relied on vastly different ontological principles that descend from 

engineering concerns rather than claims of ontological correctness. 
 Drawing from the work of Vuillemin, we draw a parallel between the Web and 
philosophical systems. Like the former, it is concerned with traditional issues pertaining 
to the philosophy of language (URIs as proper names), to ontology (the link between 
engineering design choices in Semantic Web ontologies and philosophical ones), and 
metaphysics (entities of the Web as resources).  Unlike philosophical systems that reflect 
on the constraints of the world, the Web is a world-wide embodied technical artifact that 
therefore creates a whole new set of constraints. We suggest that they should be 
understood as a material a priori - in the Husserlian sense - grounded in history and 
technology. 
 In a striking debate between Berners-Lee and Patrick Hayes over URIs and their 
capacity to uniquely ‘identify’ resources, Berners-Lee held that engineers decide how the 
protocol should work and that these decisions should determine the constraints of 
reference and identity. Hayes replied that names have their possible referents determined 
only as traditionally understood by formal semantics, which he held engineers could not 
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change but only had to obey. This duality can be interpreted as an opposition between a 
material and a formal a priori. Interestingly enough, recently Hayes is focusing on 
adopting principles from the Web into logical semantics itself. 
 The material a priori of technical systems like the Web is brought about by what 
we call “artifactualization”, a process where concepts become “embodied” in materiality 
- with lasting consequences. While such a process clearly predates the Web we can now 
see within a single human lifetime the increasing speed at which it takes place, and 
through which technical categories (and philosophical ones) are becoming increasingly 
dominant over “natural” and “logical” categories. At the same time, the process of 
having philosophical ideas take a concrete form via technology lends to them often 
radically new characteristics, transforming these very concepts in process. Heidegger 
posited a filiation between technology and metaphysics, with technology realizing the 
Western metaphysical project (by inscribing its categories directly into concrete matter 
should we add). Yet, if technology is grounded in metaphysics, it is not the result of a 
metaphysical movement or “destiny” (Schicksals) but a more mundane contingent 
historical process, full of surprises and novelties. For all these reasons, it must be 
acknowledged that the genealogy of the Web, as a digital information system, differs 
from traditional computation with regards both to the concepts at stake and our relation 
to them (the scientific ethos being replaced by an engineering one – something Berners-
Lee dubbed “philosophical engineering”).  
 On the Web, the activity of standardization through bodies like the W3C arguably 
consists in making sense of technological evolution post-hoc. Nevertheless, regarding the 
architecture of the Web, one may argue that its standards were both the result of a 
process of conscious decision-making in specifying how protocols should work and the 
result of a constant adjustment to the reality of the technical system. Therefore, the Web 
can be seen as an artifact both in terms of being a designed human invention and a non-
human (Latour) whose study may lead to numerous unintended discoveries, beyond its 
initial design. 
  For all these reasons, the very practice of philosophy is transformed by having to 
take this material a priori and its technical categories as seriously as “natural” or 
“analytic” categories from biology or natural language. Philosophers then have to deal 

with technical categories that may have a lasting effect in spheres like the Web, not just 

as variants from categories that can be analytically understood, but rather as concrete 
artifacts which can even transform the previously considered analytic categories 
(ironically, the main challenge to analytic judgments is no longer what Quine called 
“naturalization” but rather the ongoing artifactualization). While at first glance URIs can 
be considered just another kind of name and so inherit the characteristics and debates in 
philosophy over the referential status of proper names, the Web makes a difference, as 
URIs primarily are used to physically access information such as webpages – an aspect 
of naming for the most part foreign to the philosophy of language. 
 R. Sennett’s craftsman’s motto might be “doing is thinking”, once concepts have 
been artifactualized (and, as a consequence, externalized), thinking is also doing or 
conceiving; in the end, a matter of design. 
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Abstract. We suggest that a fictionalist attitude with respect to Quine’s proposal 
of ontological commitments is best suited for building up an ontology for 
computer science. In particular, we argue in favour of using theories of 
programming languages for identifying the relevant ontological categories. 
 

1. Introduction 

In this extended abstract we propose a novel reading of Quine’s ontological 
commitments [Quine, 1980] to analyse the ontology of computer science. We argue that 
a fictionalist posture (see [Szabó, 2009]) can save genuine concepts of computer science 
from vanishing as ingenuous mathematical construction. Although we only discuss 
aspects related to programming languages and programs, we think that this can lead to a 
fruitful research programme if extended to other areas of computer science. 
 

2. Programming Languages: Ontology from Semantics 

Before coming to our proposal, let us briefly review critically two papers by A. Eden and 
R. Turner which deal with the ontology of computer science. In the first paper [Eden and 
Turner, 2007a] they study the ontological commitments of programming languages. 
They propose that semantics determine to which entities a particular programming 
language is committed. They apply this methodology for a simple imperative language 
with two kinds of semantics (based on set theory and type theory, respectively). We do 
agree on the use of semantics to determine some of the commitments of computer 
science, however it is not clear to us that programming languages have ontological 
commitments; instead they should be attributed to theories of programming languages 
(TPL). The fictionalist attitude enters here: the fact that TPL uses a certain mathematical 
foundation, say set-theory, does not imply that its commitments are those carried by the 
foundational theory; instead concepts like abstract syntax, reference, state, ordered 
structure given by the outcome of a certain computation are our candidates for the 
ontological commitments; i.e. the entities which should be used to reason about 
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programming languages and programs-scripts. Instead of trying to appeal to the language 
on which the genuine concepts are modeled, we propose to justify the commitments in 
terms of their epistemological value. 
      In the second paper [Eden and Turner, 2007b] Eden and Turner put semantics aside 
as the source of the commitments carried on by PL; in this article the underlying 
programming paradigm determines the true entities to which a programming language is 
committed. It can be posited that some of the aforementioned examples could be taken to 
be specific to some or other paradigm; but, it is not obvious to us that programming 
paradigms are good candidates to look for commitments. Consider, for example, what 
kinds of reasoning can be done by only knowing the paradigm of a PL but without any 
deeper theory about PL, it would be surprising that one could decide if two program-
scripts compute the same or not. What is more strange to us is the attempt to attach 
commitments to programming languages or programs-scripts: PL are not more than the 
description of a set of valid programs (the so-called programs-scripts) with a notion of 
execution – the former usually given by a more or less abstract grammar and the latter 
presented by more or less formal means, ranging from a fully-formalised semantics to a 
mere bogus and ambiguous compiler. 
      We have already mentioned some ontological commitments with an epistemological 
basis; now we use syntax to show that TPL are the good place to look for the genuine 
building blocks of (part of) the ontology of computer science. In a first overview the only 
interesting category arising from considering syntax is that of program-scripts (cf. [Eden 
and Turner, 2007b]), but program-scripts alone are not enough descriptive to grasp the 
importance of different parts of a program-script. 
For example, two occurrences of the same variable can play different rôles, say one 
occurrence can be a formal parameter in a procedure or function and the other an 
occurrence in a program calling the procedure. Just from a syntactical point of view, 
there should be a distinction between those two occurrences, the formal parameter is a 
binding occurrence, while the other occurs free occurrence. On the other hand, one could 
also be tempted to pay too much attention to syntax and introduce some superfluous 
concepts, e.g. differentiating between parsed or un-parsed program scripts or putting a 
two restrictive condition on what is a program-script. Since the best account of the 
interesting syntactical phenomena is given by abstract syntax, we should expect to get 
from its development [McCarthy, 1962, Fiore et al., 1999] the ontological categories 
corresponding to the syntactical aspects of PL. 

3. Conclusion 

Let us conclude by commenting on how to use semantics (may be the best known area of 
TPL) for studying the ontology of computer science. We acknowledge that asking for a 
definite semantics in order to establish a new ontological category can delay the 
acceptance of new concepts brought by new languages lacking a proper definition and 
defined in terms of a compiler or interpreter. In spite of not considering the ontology as 
an immutable edifice, we should restrain of adding new concepts as fast as a new 
paradigm or PL is announced; instead we think a more parsimonious attitude should be 
observed and wait until a good semantic explanation is given for the newly introduced 
artefacts. 
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We do not advocate that one kind of semantics should be preferred over others, based on 
the status given by some foundational philosophy of mathematics to its underlying 
theory; Turner [Turner, 2009] seems to accept that any semantics should be accepted as 
a mathematical entity by a realistic mathematician. It is clear to us that the various 
proposed semantics could explain diverse aspects of the same language and account for 
several ontological categories.2 
 From the fictionalist posture we adopt, it is futile to try to explain in what sense the 
categories of a resulting ontology built up by following TPL are more relevant 
metaphysically than those arising from other proposals, say Eden and Turner’s papers. 
Our proposal would correspond to what Smith [Smith, 2003] calls an “internal 
metaphysics” and its merits reside on how good it is for accounting the phenomena 
studied on computer science. 
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Abstract. The grounding of the semantics of programming languages is 
investigated. It is argued that the meaning of programming languages results from 
the operations that they abstract and the interpretation of these operations in terms 
of human activities as the final point of reference. This view opposes the 
interpretation of the semantics of programming languages. The latter refers to 
higher order abstraction as basis whereas the current view sees these semantics 
rooted in the actual performance realized by concrete implementations, taking a 
pragmatic stance. 

1. Introduction 

The central aim is to investigate the role of computers and the grounding of semantics of 
programming languages. Traditional approaches towards the semantics of programming 
languages such as operational or denotational semantics (Turner, 2007) aim at 
abstracting from the differences of individual implementation to find the common 
meaning behind them. Operational semantics does this by referring to abstract machines 
while denotational semantics refers to mathematical structures. In the following it is 
argued that semantics cannot be understood in such terms of higher order abstraction but, 
on the contrary, must be rooting in concrete operations. We can understand the 
mentioned approaches as objectifications of the perceived equivalence of the respective 
operations. However, the point of reference for semantics cannot be this objectification 
but the underlying concrete operations and their perceived equivalence (Saab and Riss, 
2010), in analogy to the natural sciences the basis of which are experiments and not 
scientific laws. 

2.  Activity Theory 

For this purpose we primarily regard computers as tools in human activity. The 
framework of this consideration is Activity Theory (Engeström, 1987) that describes the 
relation between persons (subjects), the objects of their activities, and the context of 
these activities in the schematic triangle depicted in Figure 1: 
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Figure 1.  Activity Triangle. 

The core triangle of subject (human agent), community, and object has been extended 
towards tools, communication (social mediation), and division of labour. All human 
activity is directed towards an object and aiming at a desired output. The social context 
includes language and communication that mediate the interaction between subject and 
community. Hereby communication appears as a means for activity coordination and 
knowledge transfer within a community and thus enables division of labour. 
 Understanding computers merely as tools in this system, however, is not sufficient 
since this neglects several specific aspects such as the separation of hardware and 
software. The term programming language already indicates that the concept of software 
is related to communication while hardware represents a traditional tool concept. Thus, 
programming languages serve a means of communication between the subject and the 
hardware representing the proper tool. This interpretation can be further supported by the 
objectives of artificial intelligence research to introduce intelligent agents that as 
equivalent to human agents regarding their intellectual capacity. Even if this goal is not 
reached, computers move down in the diagram from the top position (tool) towards a 
middle position where more complicated coordination and communication is required. 

3.  Fundamental Understanding of Semantics 

To understand semantics of programming languages we have to go back to natural 
languages. These are generally used as means to coordinate the activities among 
collaborating human agents and to transfer knowledge; program languages are used to 
organise the division of labour between the human agent and the computer and to 
instruct the computer what to do, both at a rather elementary level. If we look at two key 
features of natural language, abstraction and symbolization, we also find them in 
programming languages. Every line of code in an ordinary computer program symbolises 
an abstraction of simple operations that both humans and machines can (usually) execute 
with equivalent results. Thus, abstraction is the key to transferability of operations from 
one person to another or from a person to a computer. However, abstraction must not be 
regarded as absolute but as a process of identification. Symbolization as the 
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manifestation of such identity serves as the basis of the machine’s automatic processing 
of programs. On both sides, human agents and computers, it is the capacity to reliably 
interpret symbolic expressions, which ensures a repeatable execution of operations and 
the use of the computer as a tool. 
 The basis for communication via symbolized abstraction and coordination of 
operations is shared meaning. Here meaning of messages includes two aspects, the 
interpretation of messages and the expectation that others understand it in a similar way 
(Saab and Riss, 2011). In the case of computers it is sufficient that this expectation is 
one-sided, that is, from the human agent towards the machine; the computer is not 
supposed to have expectations. Regarding the concept of meaning we refer to a 
pragmatist view that understands the meaning of a message as what an agent can do with 
this message (Stegmaier, 2001). For the subject the meaning of program code is 
determined by the subject’s knowledge of how to execute the included operations while 
the hardware determines the ‘meaning’ for the computer, that is, the computer is able to 
execute the program. Naturally semantics is not equated with execution – a single 
malfunction does not spoil the meaning of a computer program – but with execution as a 
repeated process of significant reliability. In the case of computers we even find a more 
reliable execution than what we can expect of human agents. 

4.  Abstract Semantics 

If the meaning of programming languages is not constituted by higher levels of 
abstraction but by concrete operations we have to clarify the role of abstract formal 
approaches, as they appear in operational or denotational semantics (Turner, 2007). In 
the same way as mathematical models abstract human activities these formal semantic 
model abstract operations and serves as means to support program development and 
testing. Formal definitions are only meaningful inasmuch as they refer to established 
human practice. Indeed engineers have constructed computers before researchers have 
applied formal semantics to programs so that formal semantics cannot be seen as the 
actual foundation for computer languages. Formal semantics can only support the 
development process but not constitute it. 
 The presented approach shows some links to Rapaport’s idea of implementation as 
semantic interpretation (Rapaport, 2005). It also resembles the idea of information as 
sense-making of data (Saab and Riss, 2011), where programs are understood as data the 
meaning of which results from an interpretations process that is determined by the 
projected operations that refer to what the computer can do with a program. 
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1. Motivation 

No other philosophical doctrine with even the remotest skerrick of plausibility would, if 
vindicated, so radically overthrow our current understanding of language, psychology 
and rationality as Quinean semantic holism. If individual words and sentences do not 
have meanings then we cannot explain communication as the transmission of ideas or 
judgments, nor appeal to sentence meanings as objects of putative propositional 
attitudes, nor explain reasoning in terms of the discernment of relationships between the 
meanings of premises and conclusions.   
 The very fact that sentence meanings are so fundamental to our current accounts of 
semantics, cognitive psychology, and reasoning, has meant that objections to Quinean 
holism which, if deployed against less radical claims, would be lightly dismissed, have 
been taken very seriously indeed.  Most such objections appeal, broadly, to two hopes or 
assumptions. One the one hand it is claimed that the range of evidence proponents of 
Quinean holism have considered relevant to meaning and translation is too narrow, and 
hoped that somewhere beyond that range, perhaps in normative social practices or 
introspection, there is evidence to justify the attribution of determinate meanings to our 
words and sentences. On the other hand, it is claimed that arguments for the 
indeterminacy of translation must be reductio ad absurda because at best they show that 
the range of evidence considered is ``unable to account for distinctions concerning the 
feature, meaning, which we know independently to exist'' (Searle 1987). 
 While objections based on wishful thinking and “just knowing'” would be 
dismissed if used to defend less well entrenched prejudices, once given any weight they 
have the dubious merit of stymieing further theoretical argument. No argument based 
upon lack of evidence is strong enough to preclude the hope of finding further evidence 
for such a dearly and deeply held assumption. To advance the dispute we need examples 
of alternative incompatible translations between theories expressed in clearly holistic 
languages.  
 Ideally, such examples of alternative translations between holistic languages would 
be pre-existing translations routinely employed for practical purposes, rather than 
philosophical inventions.  Ideally also, the languages involved would be rigorously 
specified, with formal compositional grammars precisely delineating their well-formed 
formulae, and the theories would express their empirical contents so clearly and 
unambiguously that those contents could be mechanically determined. Even better if the 
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theories being translated included both small and easily understood theories, (so that we 
might easily see the scope and consequences of the indeterminacy of translation) and 
theories as large and complex as our grandest scientific theories (so we could see that the 
indeterminacy was not an artifact of theoretical simplicity). Better yet if each such theory 
could be taken as complete and self-standing, in order to ensure that the indeterminacy of 
translation was not the result of taking statements out of context. Astoundingly, all these 
desiderata are fulfilled by programming languages, compilers, and computer programs.  
Languages, forms of translation, and theories, so common that few of us in the developed 
world are ever more than arms length from tools that rely upon them for their operation. 

2. Outline 

In part one of this presentation I argue that computer programs are (readily converted 
into) empirical theories. Programs' empirical contents are the patterns of input and output 
produced by processes executing them. The under-determination of programs by their 
input-output is so well known and unthreatening that in many universities a high degree 
of similarity of program structure, even between simple programs required to produce 
the same output, is grounds for suspicion of plagiarism.  Furthermore, programs are 
obviously holistic in the sense that (most) statements in computer programs do not 
produce any output, nor is any fragment of the output of such programs directly 
attributable to them.  This insight allows us to make sense of the Quinean doctrine that 
individual sentences simply do not have meanings, and to see that the 
inferential/conceptual role semantics many critics (most notably Fodor and Lepore) 
attribute to Quine, according to which the meanings of individual sentences are 
determined by the theories of which they are a part, is a grotesque misinterpretation of 
Quinean holism. 
 In part two I show that compilation (and decompilation) is a form of translation by 
the standards Quine advocated, and then argue briefly that those standards are adequate 
and that compilation is translation simpliciter. I then show that the indeterminacy of 
compilation is well known and unthreatening to computer scientists. The only guarantee 
given by ISO standard compliant compilers is the preservation of input-output behaviour, 
and computer scientists know that independently written compilers are unlikely to 
produced the same machine (or high level) code given the same source code, and are 
unsurprised when decompilers cannot accurately reconstruct original source code. 
Furthermore, computer programs obviously exemplify the principles of (near) universal 
revisability and maintainability that philosophers have found so troubling and 
implausible and yet, as the practice of debugging shows, there can be good reason to 
revise some sentences and not others in the face of recalcitrant experience. 
 In part three I consider recent developments in the semantics of programming 
langauges, whether the indeterminacy of compilation is sufficient to undermine the 
existence of an analytic-synthetic distinction in programming languages and argue that 
the translation of natural languages is less tightly determined than the translation of 
programming languages. 
 The position I advocate in this presentation is compatible with both normative and 
dispositional accounts of semantics.  Whether the ISO standard for the C programming 
language is regarded as specifying dispositions possessed by C programs and compilers, 
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or the norms to which programs are subject once they are held to be C compilers, the 
compilation of C programs is (properly) indeterminate and C programs are (properly) 
under-determined by the input-output they are intended to produce. 
 In order of increasing ambitiousness, I hope people who attend this presentation 
will discover that Quinean holism is not a form of inferential/conceptual role semantics, 
computer programming languages are holistic and exemplify the controversial features of 
Quinean holism, compilation exemplifies indeterminate translation, and why it is 
plausible that translation of natural languages is even less determinate than compilation. 
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Introduction 

Users’ experience of software-based technology that fails to meet their expectations is so 
widespread as to be a ‘commonplace’ occurrence ((Smith, 2009). However a 
satisfactory response from software engineering (SE) remains as elusive as ever.  

In this paper we investigate the context of software engineering (SE) as a 
negotiation between the contradiction(s) of human subjective experience of software-
based technology that relies on architecture inclusive of objectivity. For example 
machine programming languages that can be mathematically proven ‘Turing 
complete’, e.g. Church-Turing Thesis (Eden, 2007).  

 Consideration of the technological context of SE demands a philosophical re-
evaluation of the ontological and epistemological status of SE in Computer Science 
(CS). We have undertaken a cross-disciplinary investigation to reposition unresolved 
problems in SE which potentially also opens up philosophical debate. For example if 
we introduce the development of software technology as a subject area for 
unresolved metaphysical debate. Such as the Kantian analytic/synthetic a priori 
dispute (Hacker, 2006). The limitations on this paper preclude explicit discussion on 
the ‘pros and cons’ of   metaphysics for SE, or visa versa; however some basic 
principles echo implicitly in our discussion.  For example our above comments on 
objectivity , e.g. possible for machine code and an (current?) impossibility for a 
priori understanding of subjective stakeholder software requirements. This implies 
Requirements Engineering (RE) practice occupies an epistemological ‘gap’ between 
the architectural basis of software and how it is built/used.  

For our discussion one positive consequence of a cross-disciplinary approach is 
that novel questions can be asked. It would appear to be the case, for example that 
RE practitioners gaining an understanding of stakeholders’ requirements is 
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compatible with  the Kantian epistemological classification of ‘synthetic a posteriori’ 
(Hacker, 2006). This raises the possibly of other epistemological explanations to 
questions such as why SE compares unfavourably for reliability with other 
engineering disciplines. For example, civil engineers can respond to unexpected 
circumstances in bridge construction by correcting faults, (BBC, 2000) whereas the 
hazards of safety critical faults in aircraft cockpit software are/cannot be addressed in 
an equivalent way.  As Mellor, (1990) explains, the aviation industry certifies 
software for ‘airworthiness’ based on the ‘correctness’ of the software development 
process but not on the ‘correctness’ of the behaviour of software during  testing.  

Software development includes planning and designing artefacts but also presents 
SE with predictive type problems. For example RE identifies/selects software 
requirements to satisfy stakeholders’ future use of software. However RE lacks reliable 
or dependable tools/techniques to predict outcomes (Nuseibeh, 2000).  

Rationale  

We are interested in why Computer science (CS) has not established scientific laws that 
can predict SE outcomes unlike, for example, civil engineering that relies on the 
established natural laws of Physics. The difference between CS and the natural science 
(NS) paradigm manifests in the division between observation of naturally occurring 
phenomenon and contending with artificially occurring phenomenon, e.g. software. 
Human interaction with software-based technology gives Social Science (SS) 
paradigm(s) (Burrell, 1979) potential ontological relevance for CS (Smith, 2010). For 
example both SS and CS need to observe ‘non-physical’ phenomena such as human 
interaction. However cross disciplinary research depends on what is optimal in a 
particular paradigm, for research purposes. Utilising different scientific paradigms 
(Hirshheim, 1989) is not straightforward.  As a result we chose conservatively to employ 
SS to provide a dialectical analysis of contradictions in software development such as 
those outlined above. In particular we opposed a potential (1) ‘scientific paradigm’ of CS 
Eden (2007) with (2) Ethnomethodology (Ethnometh) an SS approach that challenges 
scientific paradigm(s) in SS (Garfinkel, 1967) and has   provenance in RE research 
(Goguen, 1994). Our purpose is to explore the potential for obtaining leverage over 
limitations in understanding of software development.   

Can a science base for software development be identified? 

For (1) to provide prediction a relevant definition of science needs to apply to CS. 
Reasons to doubt this possibility are raised by (2) and we consider  this in the 
observation of artificial phenomena in software development. 

The critical perspective of Ethnometh centres on the scope and meaning of science. 
We focus on ‘scientific method’ (SM) because this is how scientific prediction is 
achieved resulting in the development and acceptance of scientific theories as 
explanation(s) of meaning.  SM is defined as a process that relies on both inductive 
reasoning and observable phenomena to create a hypothesis that can be tested. Prediction 
of events or observations is then a process of deductive reasoning relying on theory to 
direct hypothesis testing. 
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Prediction, for SE outcomes, is important and good practise in SE is implicitly 
‘Popperian’ (Popper, 1936), e.g. software is built to be testable. However equating 
software testing to SM, e.g. a refutable hypothesis, is questionable (Eden,2007).  

One central problem for establishing a scientific basis for software development is 
observation. Predictive SE, if possible, must have refutable observable phenomenon 
(Smith, 210). Yet any observation is via a human ‘prism’ hence the relevance of 
Ethnometh criticism of applying SM to social phenomena, e.g. human behaviour 
(Garfinkel, 1967).  For software development human-technology interaction, e.g. input 
and output on a screen, is the point at which an artificial phenomenon (software) 
interfaces with its social environment (Smith, 2009). It is also the point where an SS 
paradigm that “capture(s) the basic assumptions of coexistent theories” Hirshheim, 
(1989) becomes relevant to CS.  

Opposing theories in SS do not make the application of SM straightforward. 
However CS is currently in a unique cross disciplinary position. This is because 
software-based technology replaces previously existing environments/ phenomena with 
artificially occurring environments/phenomena. SE practice provides the means by which 
phenomenon such as the results of the execution of source code, are possible to observe.  

SM has been applied via ‘artificial’ means before, such as instrument-assisted 
observation of otherwise unobservable phenomena. Historically scientific 
experimentation produced, for example, the discovery of electricity via investigating 
the directly unobservable magnetism (Mendelssohn, 1976). Certainly using artificial 
tools to ‘empirically’ observe naturally occurring phenomena, such as weather 
patterns, requires attention to both natural and artificial environments. Including SS 
paradigm(s) raises tantalising prospects such as the potential for SE to provide the 
means to observe artificial phenomenon. 
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ONTOLOGY: from Philosophy to ICT and related areas. 

Problems and Perspectives. 
 

SOLODOVNIK IRYNA 
PhD student of International PhD School of Humanities 
University of Calabria 
Pietro Bucci, 87036, Arcavacata di Rende (CS), Italy 

Abstract. This paper briefly highlights the development of the concept Ontology, 
from its philosophical roots up to its vision in the ICT field and related areas. 
Philosophically, Ontology is a systematic explanation of Being that describes the 
features of Reality. Nowadays Ontology is proliferating in organizing Knowledge 
of different domains managed by advanced computer tools. Ontology qualifies and 
relates semantic categories, dragging, however, the idea of what, since the 
seventeenth century, was a way to organize and classify objects in the world. 
Ontology maximizes the reusability and interoperability of concepts, capturing 
new Knowledge within the most granular levels of information representation. 
Ontology is subjected to a continuous process of exploration, formation of 
hypothesis, testing and review. Ontological thesis proposed today as true, 
tomorrow may be rejected in light of further discoveries and new and better 
arguments. 

 

Philosophical background of Ontology 

Webster's Third New International Dictionary defines Ontology as "1. a Science or study 
of  Being: specifically, a branch of Metaphysics relating to the Nature and relations of 
being; 2. a Theory concerning the kinds of entities and specifically the kinds of abstract 
entities that are to be admitted to a language system". Literally, the word Ontology 
comes from the Greek 
ντος (òntos) and λόγος (lògos), that means "speech about 
Being", but may also derive explicitly from τά όντα (entities), variously interpreted 
according to different philosophical points of view.  

Aristotle proposed the first known category system, standing for a certain vision of 
the world in relation to what is judged to exist in practice. Heidegger conceived 
Ontology as a "phenomenology of the exploration” of what there "is" and in how it turns 
out. The ontological conceptualization, as a cohesive philosophical area, was introduced 
in 505-504 BC by Parmenides. He was the first to pose the argument about Being in its 
totality, presenting issue of the ambiguity among the conceptual level, Ontology and 
language. Parmenides recognized the ontological dimension as dominant able to subject 
to itself any other aspect of Philosophy. Over the centuries, the meaning of Ontology was 
changing depending on different visions and knowledge of other philosophers: 
Leucippus, Democritus, Plato, Aristotle, Descartes, Kant, Lorhard, Hegel, 
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Trendelenburg, Brentano, Stumpf, Meinong, Husserl, Heidegger, Gockel. Some of them 
gave more value to an absolute belief, another to empirical things, thus enriching the 
heritage of Philosophy with what is considered "par excellence" (the problem of 
existence in its fullest extent and universality: the relationship between particular and 
universal, intrinsic and extrinsic, essence and existence). “Indeed, without Ontology, 
Philosophy cannot be developed according to the demonstrative method. Even the art of 
discovery takes its principles from Ontology" (Blackwell,1963).  

Towards a new Ontology  

The advent of Semantic web (Breitman,2007) aimed at multi-objective 
optimization of ICT environment and technological innovation in general, has coined a 
new vision of Ontology, so that it is considered today as “ formal, explicit specification of 
a shared conceptualization” (Gruber,1995).  

Ontology, intended as a first-order axiomatic theory expressed by a descriptive 
logic, is fundamental to design advanced Knowledge Based software systems 
(Guarino,1998; Eden,Turner,2005). It is of great interest to combine lexical resources, 
such as Thesaurus (Broughton, 2006) with the world knowledge provided by Ontologies 
in order to improve deductive reasoning with natural language, as well as enhance 
automatic classification (e.g. in Ontology-based Cataloging systems), problem solving 
techniques, interoperability among different computer systems, cross-cultural and 
intercultural communication in CMC (Ess, Sudweeks,2005) etc. Since Ontology is the 
basis of web intelligence, it is also widely used in e-commerce, on-line marketing, 
business management etc.  

In Fig.1 we can observe philosophical reflection in the field of computer science 
and information technology (Floridi,2002; Colburn,2003; Gruber,2009). Here Thought 
(which is regulatory/normative to Reality) through Language (which defines the existing 
categories reflecting Thought and Reality) is connected with Ontology and 
Epistemology, representing the descriptive and prescriptive approaches. Ontology refers 
to objective validity (Husserl,1992) of terminology waiting to be discovered by domain 
knowledge experts and Epistemic (providing model reasoning in class-based 
representation formalisms through description logics).  
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Figure 1. The ontological and epistemological turn in Computer Science  
 

Automated reasoning and Ontology manipulation in description logics allow to 
present and emulate the human logic-based knowledge of entities in different domains, 
managing simultaneously dissimilar types of objects (concrete and abstract, independent 
and dependent) and their ties (relations, dependencies and predications). 

Creation of single knowledge sharing paradigm is not easy nor immediate task, 
considering also non-trivial technological obstacles (consistency and validity of 
Ontologies vs. time and evolution of information technology). It remains an appealing 
challenge to set up new scientific environments in which philosophers and other scholars 
can meet to discuss and develop strategies to classify, organize and implement 
qualitative conceptual domains, and even more those represented by different semantic 
systems tied with language differences. 
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THE EVOLUTION OF SOFTWARE AGENTS AS DIGITAL OBJECTS   

SABINE THÜRMEL  
Graduate Center of the TUM School of Education  
Technical University of Munich, Munich, Germany  

Abstract. The evolution of software agents as digital objects from simple interface 
agents to full blown interaction partners is depicted. An outline of concretization 
process in agent-oriented programming is given contributing to the research into 
the ontology of computer programs. 

Extended Abstract  

The focus of this paper is on the evolution of software agents as digital i.e. 
computational objects.  It can be shown that a new type of interplay between human 
beings, „computational objects“ and the physical environment is in process of emerging. 
Turkle’s insight (2006) into the nascent robotics culture is equally valid for software 
agents: „computational objects simply do things for us, but they do things to us as 
people, to our ways of seeing ourselves and others. Increasingly, technology puts itself 
into a position to do things with us” (p.1). 
 The starting point of this evolution was constituted by interface agents providing 
assistance for the user or acting on his or her behalf. As envisioned by (Laurel, 1991) 
and (Maes, 1994) they evolved into increasingly autonomous agents. In game worlds 
they were first seen in one person offline video games. Interacting pure software agents 
and avatars became prevalent in MMORPGs (massively multiplayer online role-playing 
games) as World of Warcraft®. As interworking collaborative software agents embedded 
in nets of devices they provide support for smart grids (Mainzer, 2010) or for other 
variants of the “Internet of things” (Mattern/Langheinrich, 2008). Last but not least they 
are used to coordinate emergency response services in disaster management systems 
(Jennings, 2010). 
 Already in 1992 Solum posed the question in the North Carolina Law Review 
whether virtual agents may be the basis for persons in the legal sense of the law (Solum, 
1992). Today virtual agents are commonly deployed in online auctions or eNegociations 
(Woolridge, 2009). Thus software agents have been promoted from assistants to virtual 
interaction partners. The socio-technical fabric of our world has been augmented by 
these collaborative systems. 
 The goal of the agent-oriented programming paradigm is the adequate and intuitive 
modeling and implementation of complex interactions and relationships. Software agents 
were introduced by Hewitt's Actor Model (Hewitt et al., 1973).  Today a whole variety 
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of definitions for software agents exist but all of them include mechanisms to support 
persistence, autonomy, interactivity and flexibility. Bionic approaches, as swarm 
intelligence, or societal models are adapted to implement collaborative approaches to 
distributed problem solving.  
 They are on the one hand part of the tool kit used in computational sciences using 
computer-based simulations as a link between theory and experiment.  As such they are 
similar to numerical simulation but using different conceptual and software models. 
 On the other hand they provide a basis for agency in virtual worlds offering novel 
experiences.  They provoke us to ask how this technological progress will affect our 
interpersonal relationships (Turkle, 2011).  
 The starting point of any software agent-based approach is a bionic or societal 
metaphor for distributed problem solving. The resulting computer science concept is 
specified as a computer program modeling the interacting software agents. At compile-
time the high level program is transformed in a machine-executable computer program to 
be run in a distributed environment. During runtime any (instance of) a software agent 
may be perceived as a distinct thread or process. This concretization process conforms to 
the program abstraction taxonomy introduced in (Eden and Turner, 2007). 
 From an ontological perspective it can be stated that the underlying computer 
science concepts are abstract objects that can be concretized by computer programs 
conforming to an agent oriented programming paradigm. The computer programs are 
abstract objects that can be concretized by adequate computational objects conforming to 
a (different) programming paradigm or by concrete physical objects. Different 
concretizations may exist for one computer program. It should be noted that the identical 
agent-oriented program may be first tested in a simulated environment and then 
employed in a realtime environment.  
 Similar to (Reicher-Marek 2009) three basic relations between computer programs 
and other objects may be distinguished: the above outlined the concretization relation, 
the notation relation (between the abstract object and the (textual or graphical) 
specification), the environmental relation (between the abstract object and its potential 
runtime environments) and the instantiation-at-runtime relation coupling the abstract 
object to its dynamic instantiations.  In my view any non trivial identity notion for 
computer programs has to take these relationships into account.  
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MACHINES and COMPUTATIONS 

RAYMOND TURNER 
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UK 

Abstract 

How may abstract and physical machines be related? What is the difference between 
considering an abstract machine as: 

1. A theory of a physical one 
2. A functional description of one 
3. A specification of one? 

 
Do these distinctions throw any light on the nature of physical computation and the 
arguments of Putnam and Pancomputationalism? 
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ON THE LEVEL OF CREATIVITY 

Ponderings on the Nature of Kantian Categories, Creativity and Copyrights 

ALEXANDER FUNCKE 
Centre for Study of Evolutionary Culture at Stockholm University 
106 91 Stockholm 

Abstract. The relation between data and information is considered in analogy with 
Kantian transcendental aesthetics in order to create a formal concept and ordinal 
relation of “creativity”. Implications are discussed for Kantian categories, 
creativity and copyrights. 

1. Background & Aims 

Creativity is a popular concept for controversy in many disciplines. This paper does not 
necessarily contain the deepest insights, but it provides perspectives that might be useful 
while considering creativity and thereby copyrights cognition and maybe even 
consciousness. 

2. Transcendental aesthetics 

In order to formulate the ideas this paper uses an analogy to Kant's transcendental 
aesthetics, i.e. the process where noumenon is transcended via categories to a 
phenomenon is contrasted to a process where data is rendered via a context/algorithm to 
information. 
 
The analogy lends itself to be considered as an extension rather than an analogy of the 
transcendental aesthetics too. That is Kant's transcendental aesthetics may be 
reinterpreted as “actual” transcendence in terms of data and information. It opens up for 
a multiple layer interpretation, and thereby also for questions like, if we may consider a 
hearing aid, or other more intricate cyborg technologies as just another category in the 
Kantian sense.3 

                                                 
3 This may also have consequences for copyrights. Arguably, copyrights ought not to be applicable to data in 
itself, but only to information. Now, if a blind person somehow manages to copy a protected image, then it 
couldn't be considered an infringement, as he lack the categories to render the information that could have 
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3.  Potentiality/actuality 

The dichotomy of potentiality and actuality has been part of the philosophical discussion 
at least since Aristotle's book Theta. The transcendental aesthetics analogy may be 
considered as a model for consider data in its actual form and its potential one relative to 
a given interpreter. 
 
The interpreter in the model consist of two components, a passive presentation that takes 
formatted data as input and outputs information, and an active algorithm that takes raw 
data as input and outputs formatted data. Where the latter component may have  
potential. 
 
An algorithm is considered to have potential if it manipulates the raw data in a way that 
cannot be described as a simple transformation or crop, but which also adds “extra 
relevant information” relative to a given presentation. 
 
To formalise this potentiality, or creative quality if you will, let X and Y be sets of data, 

and let { }YXf=Fgf, YX, →∈ : be two algorithms that transforms raw data to 

formatted data. 

Further, let YX,
N
YX, FF ⊆ be the subset of algorithms that lack potential, and YY'⊆  be 

the set of all formatted data that renders information for a given presentation. 
 

Now, define two functions, ℜ�→XH : , which maps any data to its entropy and 

ℜ�→Y'Hm : , defined as  

 

      ( ) ( )( )yfHmin=yH N
YX,Ffm

1−

∈
, (1) 

 
which maps any information  entity to its minimal entropy representation given a 
presentation. 
The inverse of f may actually not be unique, but with a small violation of notation, we 

define ( ) ( ){ } ( )xHargmin=yf y=xf:xx∈
−1 , that is to be the minimal entropy x that maps 

to y. 
 

Finally, define the “additional map” ℜ�→×Y'FA YX,: such that 

 

      ( ) ( ) ( )( )yfHyH=yf,A m
1−− ,  (2) 

 

                                                                                                                        
been protected by a copyright for someone with visual categories. Nor should his original visual works ever be 
copyrightable for its visual qualities. 
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which gives a number for the level of potential the algorithm f has to generate 
information entity y.4 

 
An algorithm f is considered strictly potential relative to a representation and a subset of 

the informative entities Y'S ⊆ if all its elements 'Y'y∈ are represented more 

economically than in the minimal non-potential case, that is, 
 

      ( ) 0,>yAS,y∈∀  (3) 

 
An algorithm is considered potential (in the non-strict sense) for a subset S if a non-

empty subset SS'⊆ is strictly potential and for no ( ) 0<yAS,y ∈ . 

4.  Creativity as an ordinal relation 

There are various degrees of potentiality, not only should algorithm potentiality be 
compared with respect to the amount of relevant information quantified by the 
“additional map”, it should also take an interest in the relative ease to compute 

( ) Y'xf ∈ . 

 
Ignoring the complexity of computation would be like ignoring the difference between 
factorising the product of two huge prime and summing them. 
 
Another example that highlights the need to include complexity is simulations of non-
linear dynamical systems, such as models of meteorological or financial system. It is 
unfeasible to do analytical reasoning about the behaviour of such systems, and it takes a 
lot of computation to unfold the behaviour through simulation, even though all data and 
the algorithms are in place.5 
 
There are multiple reasonable ways to define an ordinal relation between two algorithms 

that take these things into account, { }YXf=Fgf, YX, →∈ : , but the transitive, 

reflexive and identity preserving variant suggested here is the following, 
 

      ( ) ( ) ( ) ( ) ( ) ( )( )gA>fAgO=fOgO>fOg>f ∧∨⇔ ,  (4) 

where O(f) is the computational complexity of f. 

                                                 
4 Note that this means that a verbose representationXx∈ of an informative entity could be classified as a 
non-potential, even it seem to have all the necessary properties. One could add a proxy-stepto solve this, by 
mapping f to fh, where fh is the equivalence class (in the obvious sense) version of f. 

5 It is really just a way of stating that the tragedy of deduction will not help. 
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5.  Conclusion 

The concepts presented and to some extent explored in the longer version of this paper, 
gives a formal interpretation of the notoriously hard to pin down idea of creativity. 
The ordinal relation “level of creativity” lends itself to demarcate when a set of 
algorithms may create information that is creative enough to be regarded as 
copyrightable, or maybe even what is the minimal level of creativity for a cognitive or 
conscious algorithm? 
 
From the analogy to transcendence there spring other implications hinted at in the 
footnotes: Cyborg technology, such as hearing aids may be considered as a multi-level 
version transcendence. Which aids ones intuition while pondering about copyrights - 
whether one likes Kant or not. 
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Abstract. In his work, Floridi introduces several notions to describe our 
relationship with information and technology. Indeed, according to him, in recent 
times, humanity has experienced a fourth revolution, the Information revolution, 
which, starting from the work of Alan Turing, has deeply affected our 
understanding of ourselves as agents. Our generation is still a generation of “e-
migrants”, but our children will be born in the infosphere and will recognize 
themselves from their birth as inforgs. I will focus on the notions of infosphere and 
inforgs, and more generally on the notion of information Floridi makes use of. 
According to Floridi, in re-ontologizing ourselves as inforgs, we recognize how 
significantly but not dramatically different we are from smart, engineered artifacts, 
since we have, as they have, an informational nature. Nevertheless, if one focuses 
on semantic information, which requires meaning and understanding, then there is 
still a dramatic difference between ourselves and our artifacts to be acknowledged: 
we are the only agents who spontaneously reason semantically. First, I will present 
the four revolutions Floridi talks about, and claim that there are other revolutions 
in the history of human culture that should be considered in the perspective of 
discussing the reshaping of our new environment and of our new selves in the 
infosphere. Secondly, I will discuss an ambiguity in Floridi’s use of the term 
information and propose to consider his fourth revolution as the Second 
Information revolution. To solve this ambiguity, I will distinguish between 
information and semantic information, which implies meaning and understanding. 
Finally, I will present some questions that emerge once we consider humans’ 
cognitive capacities to access meaning on the background of the new context, the 
infosphere. 

1. Introduction: we are inforgs in an infosphere 

Floridi has suggested that in recent years we have gone, together with our environment, 
through a process of re-ontologization that has changed forever our way of seeing the 
world and ourselves. If the challenge of philosophy today is to analyse how this 
revolution has changed our understanding of the world and of ourselves, my challenge in 
this talk will be to claim that some of Floridi’s suggestions should be partly revised and 
further discussed.  
 First, I will present the four revolutions Floridi talks about, and claim that there are 
other revolutions in the history of human culture that should be considered. Secondly, I 
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will discuss an ambiguity in Floridi’s use of the term information and propose to 
consider his fourth revolution as the Second Information revolution. To solve this 
ambiguity, I will distinguish between information and semantic information, which 
implies meaning and understanding.  

2. One, two, three... many revolutions: human culture 

Though I am in general sympathetic with Floridi’s rational reconstruction of the four 
revolutions, I want to argue that in the course of human cultural evolution, it is possible 
to individuate other crucial steps in the transformation of our ontology.  
 It is unquestionable that the appearance of cognitive artefacts has played a major 
role in the shaping of our world and of us as cognitive agents. We might assume an 
evolutionary perspective and consider first the moment in which human beings began to 
communicate by means of a language, and then the moment they invented writing, and 
thus began not only to produce words but to share them in a public format that could be 
inspected by others and stored in archives. Both these steps were crucial in the evolution 
of human cognition, since they revolutionized human beings’ access to meaning: new 
channels became available to communicate and to make sense of the world around us 
and of ourselves.  
 My approach is in line with the idea that cognition is ‘distributed’: as Hutchins 
(1995a; 1995b) explains, cognitive events are not encompassed by the skin or skull of an 
individual. There exist interesting kinds of distribution of cognitive processes: we must 
consider them if we want to understand human cognition. Human beings, despite the 
limitations of the cognitive systems with which we know that they are born (Kinzler and 
Spelke (2007); Spelke (2004)), were able to develop new practices and new cognitive 
strategies to augment the powers of their minds, showing an extraordinary capacity in 
creating tools that would help them in the processes of both describing the world around 
them and acting upon it. Some of these tools had an intrinsically cognitive function.  
 As a consequence, a more faithful reconstruction of our cultural evolution would 
rather show how the history of our cognition has been deeply influenced by the fact that 
from the very beginning we engaged ourselves in symbolic activities, and that these 
activities have become, in a long historical and cultural process of creation and selection, 
more and more complex. This was indeed a revolution in the ontology of information in 
the billions of years of the evolutionary process, from the time when living processes 
became encoded in DNA sequences: “because this novel form of information 
transmission was partially decoupled from genetic transmission, it sent our lineage of 
apes down a novel evolutionary path - a path that has continued to diverge from all other 
species ever since” (p. 45).  

3.  Cognition and semantic information 

In the DNA double helix, as well as in Turing machines, information is conceived as a 
code, a string, and it does not have anything to do with meaning or understanding. By 
contrast, semantic information requires meaning and understanding. Floridi claims that, 
by re-ontologizing ourselves as inforgs, we recognized how significantly but not 
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dramatically different we are from smart, engineered artifacts, since we have, as they 
have, an informational nature. But of what kind of information is Floridi talking about 
when he refers to ‘informational nature’ in the two cases?  
 I will consider Bruner (1990)’s point of view on what he defined the Cognitive 
revolution, taking place in the 1950s. According to Bruner’s reconstruction, the aim of 
that revolution at the beginning was to discover and describe formally the meanings that 
human beings were able to create out of their encounters with the world. The objective in 
the long run was to propose hypotheses about which meaning-making processes were 
implicated in humans’ cognitive activity. Bruner’s hope was that such a revolution, as it 
was conceived at its origins, would have brought psychology to collaborate with its sister 
interpretative disciplines such as the humanities and the social sciences. It is only a 
collaboration of this kind that can allow the investigation of such a complex phenomenon 
as meaning-making. But the happy ever after did not work out. In fact, the emphasis 
began shifting from the construction of meaning to the processing of information, which 
are profoundly different matters.  
 The notion of computation was introduced and computability became ‘the’ good 
theoretical model; this brought far from the original question - the revolutionary one - 
which was about the conditions of our meaning-making activity, the answer of which 
would have explained our semantic power. For this reason, the Cognitive revolution “has 
been technicalized in such a manner that even undermines that original impulse” (p.1): it 
has become the (uninteresting) Information revolution. Meaning is thus different from 
information because it does not come before the message, but it is through the message 
itself and the fact that this message is shared that it originates. In fact, public meanings 
are the result of a negotiation.  

4.  Conclusions 

To sum up, in my talk, I will try to show that a particularly interesting aspect to discuss 
in this framework is the role of semantic information, which is the expression of a 
symbolic activity that up to now has been shown to be specifically human. Knowledge is 
situated-distributed, and this not only because it has a cultural nature, but also and most 
of all because our knowledge acquisition has a cultural nature. Moreover, knowledge has 
also a social nature, because it gets socially constructed (Berger and Luckmann (1966)). 
Human beings are semantic engines, and they engage themselves in meaning-making and 
meaning-negotiating. For this reason, meaning is flexible: as Bruner says, we show a 
‘dazzling’, intellectual capacity for envisioning alternatives.  
 Will one day a fifth revolution come that will take away from us also this ultimate 
illusion? That day, will our own technology bring about intentional and semantically 
powerful machines? At the moment, we do not know. The task of philosophy of 
information is to provide the appropriate framework that would allow us to make useful 
predictions in order to prepare the future generations and ourselves. 
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Abstract. Brain-computer interfaces (BCIs) are an emerging and converging 
technology that translates the brain activity of its user into command signals for 
external devices, ranging from motorized wheelchairs, robotic hands, 
environmental control systems, and computer applications. In this paper I 
functionally decompose BCI systems and categorize BCI applications with similar 
functional properties into three categories, those with (1) motor, (2) virtual, and 
(3) linguistic applications. I then analyse the relationship between these distinct 
BCI applications and their users from an epistemological and phenomenological 
perspective. Specifically, I analyse functional properties of BCIs in relation to the 
abilities (particularly motor behavior and communication) of their human users, 
asking how they may or may not extend these abilities. This includes a 
phenomenological analysis of whether BCIs are experienced as transparent 
extensions. Contrary to some recent philosophical claims, I conclude that, 
although BCIs have the potential to become bodily as well as cognitive extensions 
for skilled users, at this stage they are not. And while the electrodes and signal 
processor may to a variable degree be transparent and incorporated, the BCI 
system as a whole is not. Contemporary BCIs are difficult to use. Most systems 
only work in highly controlled laboratory settings, require a high amount of 
training and concentration, have very limited control options, have low and 
variable information transfer rates, and effector motions are often slow, clumsy 
and sometimes unsuccessful. These drawbacks considerably limit their 
possibilities for transparency and incorporation into either the body schema or 
cognitive system which is essential for bodily and cognitive extension. Current 
BCIs can therefore only be seen as a weak or metaphorical extension of the human 
central nervous system. To increase their potential for cognitive extension, I give 
suggestions for improving the interface design of what I refer to as linguistic 
applications. 
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1. Introduction: Brain-Computer interfaces 

BCIs are an emerging and converging technology that translates the brain activity of its 
user into command signals for external devices. Invasive or non-invasive electrode 
arrays detect an intentional change in neural activity, which is translated by a signal 
processor into command signals for applications such as wheelchairs, robotic hands, 
environmental control systems, and computer applications. In essence, BCI technology 
establishes a direct one-way communication pathway between the human brain and an 
external device, and can to some extent translate human intentions into technological 
actions without having to use the body’s neuromuscular system. However, contemporary 
BCIs are difficult to use, the technology is still in its infancy and has barely passed the 
“proof of concept” stage. Most systems only work in highly controlled laboratory 
settings, require a high amount of training and concentration, have very limited control 
options, have low and variable information transfer rates, and effector motions are often 
slow, clumsy and sometimes unsuccessful. 

2. Goals, Method and Structure 

2.1. A TYPOLOGY OF BCIS 

In this paper I explore the relationship between BCI technology and their human users 
from an epistemological and phenomenological perspective. My analysis has five parts. 
First, I present a preliminary conceptual analysis of BCIs in which I functionally 
decompose BCI systems and categorize BCI applications with similar functional 
properties (Vermaas & Garbacz, 2009). Based on this preliminary analysis, I distinguish 
between three categories: (1) motor applications, which restore motor functions for 
disabled subjects such as motorized wheelchairs or robotic hands; (2) linguistic 
applications, which allow a disabled subject to select characters on a screen, thereby 
restoring communicative abilities; and (3) virtual applications, which allow a subject to 
control elements (e.g. avatars) in a virtual environment. 

2.2. THE CURRENT DEBATE ON BCIS 

Second, I briefly outline the current philosophical debate on BCIs. It has been claimed 
that a BCI-controlled robotic arm is a bodily extension fully integrated into the body 
schema of a macaque, thereby constituting a “new systemic whole” (Clark, 2007). It has 
also been claimed that functionally integrated BCIs are cognitive extensions, i.e., they 
extend cognitive processes of their users into the material environment (Fenton and 
Alpert, 2008; Kyselo, 2011). These philosophical claims are evaluated later on in this 
paper. 

2.3. HUMAN-TECHNOLOGY RELATIONS 

Third, I introduce some key concepts for better understanding human-technology 
relations. These key concepts are “body schema”, “incorporation”, “transparency” and 
“extended cognition”. A body schema is a non-conscious neural representation of the 
body’s position and its capabilities for action. We are able to incorporate artifacts such 
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as hammers, screwdrivers, pencils, walking canes, cars, glasses, and hearing aids into our 
body schema, thereby enlarging our body schema (Brey, 2000). These artifacts are 
embodied and are not experienced as objects in the environment but as part of the human 
motor or perceptual system. When using embodied artifacts to act on the world such as 
hammers, pencils, and screwdrivers, a subject doesn’t first want an action on the artifact 
and then on the world. Rather, a subject merely wants an action on the world through the 
artifact and doesn’t consciously experience the artifact when doing so. The perceptual 
focal point is thus at the artifact-environment interface, rather than at the agent-artifact 
interface (Clark, 2007). In this sense, embodied artifacts are transparent (Ihde, 1990).  

Cognitive artifacts such as calculators, computers, and navigation systems, can 
under certain conditions be incorporated in the human cognitive system in such a way 
that they can best be seen as literally part of that system. These devices, then, perform 
functions that are complementary to the human brain (Sutton, 2010). There is, 
furthermore, a two-way interaction when using such devices, and both the brain and the 
cognitive artifact have a causal role in the overall process, thereby forming a “coupled 
system”. In such coupled systems, the cognitive process is distributed across brain and 
artifact, and the artifact is seen as co-constitutive of the extended cognitive system. 
Remove the technological element from the equation and the overall system will drop in 
behavioural and cognitive competence. So there is a strong symbiosis and reciprocity in 
coupled systems. Moreover, what is essential when extending cognition is a high degree 
of trust in, reliance on, and accessibility of the cognitive artifact (Clark & Chalmers, 
1998). 

2.4. HUMAN-BCI RELATIONS 

Fourth, I explore the relationship between motor, linguistic, and virtual applications and 
their human users in the light of the concepts just introduced. I analyse whether BCIs are 
incorporated into the body schema or cognitive system of their users, and analyse 
whether they are experienced as transparent extensions of the human body or cognitive 
system. I demonstrate that, although BCIs have the potential to become bodily as well as 
cognitive extensions for skilled users, at this stage they are not. And while the electrodes 
and signal processor may to a variable degree be transparent and incorporated, the BCI 
system as a whole is not. Contemporary BCIs are difficult to use. Most systems only 
work in highly controlled laboratory settings, require a high amount of training and 
concentration, have very limited control options, have low and variable information 
transfer rates, and effector motions are often slow, clumsy and sometimes unsuccessful. 
These drawbacks considerably limit their possibilities for transparency and incorporation 
into either the body schema or cognitive system which is essential for bodily and 
cognitive extension.  

2.5. DISTRIBUTED COGNITION FOR IMPROVING BCIS 

And fifth, I give suggestions to increase the potential for cognitive extension of linguistic 
applications. To do so, I draw from concepts of the distributed cognition framework. Jim 
Hollan, Ed Hutchins and David Kirsh (2000) argue that the nature of external 
representations is essential when effectively distributing cognition. Their notion of 
“history enriched digital objects” implies that often selected letters should be presented 
larger or brighter on the screen. Their notion of “zoomable multiscale interfaces” implies 
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that for someone who is selecting letters on a screen, it might be more effective if the 
letter the person wants to select becomes larger when the cursor moves towards it. And 
their notion of “intelligent use of space” implies that for people who are not used to the 
QWERTY-style, it might be logical to present the most often selected letters in the 
middle and letters that are selected less often in the periphery of the screen.  
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Abstract. Developing a general theory of cognition based on formal notions of 
information remains a long-term goal. One means of making incremental progress 
toward this goal is to analyze core cognitive capacities to determine whether they 
can be explained by reference to information. Chunking is one of the most general 
and least understood phenomena in human cognition. George Miller described 
chunking as "a process of organizing or grouping the input into familiar units or 
chunks." The psychological literature describes chunking in many experimental 
situations but it says nothing about the intrinsic, mathematical properties of 
chunks. The cognitive science literature discusses algorithms for forming chunks, 
each of which provides a kind of explanation of why some chunks rather than 
others are formed, but there are no explanations of what these algorithms, and thus 
the chunks they find, have in common. We argue that chunks share a common 
information-theoretic signature. This signature is defined in terms of the basic 
measure of information content, entropy: Chunks have low conditional entropy 
internally, and high conditional entropy at the boundaries. We explain this chunk 
signature and examine several lines of evidence that support this information-
theoretic view of chunks. The first is that algorithms built to find chunks based on 
this signature (or very similar signatures) are quite successful at chunking real-
world data. The second is that real chunks, such as words in natural language, 
appear to be nearly optimally constructed with respect to this signature. Empirical 
studies also suggest that children, even infants, do actually possess such a 
chunking ability. All of this evidence supports the view that chunks can be defined 
by an information-theoretic signature, and that a general chunking ability based on 
this signature provides a good explanation for this core cognitive ability. 

1. Introduction 

Developing a general theory of cognition based on formal notions of information 
remains a long-term goal. One means of making incremental progress toward this goal is 
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to analyze core cognitive capacities to determine whether they can be explained by 
reference to information. Chunking is one of the most general and least understood 
phenomena in human cognition. George Miller described chunking as "a process of 
organizing or grouping the input into familiar units or chunks." Other than being "what 
short term memory can hold 7 +/- 2 of," chunks appear to be incommensurate in most 
other respects. Miller himself was perplexed because the information content of chunks 
is so different. A telephone number, which may be two or three chunks long, is very 
different from a chessboard, which may also contain just a few chunks but is vastly more 
complex. Chunks contain other chunks, further obscuring their information content. The 
psychological literature describes chunking in many experimental situations but it says 
nothing about the intrinsic, mathematical properties of chunks. The cognitive science 
literature discusses algorithms for forming chunks, each of which provides a kind of 
explanation of why some chunks rather than others are formed, but there are no 
explanations of what these algorithms, and thus the chunks they find, have in common. 
 We argue that chunks share a common information-theoretic signature. This 
signature is defined in terms of the basic measure of information content, entropy. 
Entropy measures the average amount of information required to communicate the 
outcome of a random variable. For example, the entropy of a toss of a fair six-sided die 
is much higher than that of a loaded one. In entropic terms, the chunk signature is 
simple: Chunks have low conditional entropy internally, and high conditional entropy at 
the boundaries. For example, given the sequence "victo", the conditional entropy of the 
next letter in the chunk is low (it is probably an ‘r’), but given the letters in the chunk 
"victory", the conditional entropy of the neighboring letters is high. This relationship 
between predictability and the boundaries of words was noticed as early as 1948 by 
Claude Shannon. 

2. Supporting Evidence 

There are several lines of evidence that support this information-theoretic view of 
chunks. The first is that algorithms built to find chunks based on this signature (or very 
similar signatures) are quite successful at chunking real-world data. Several such 
algorithms have been developed independently of one other in the fields of 
computational linguistics and artificial intelligence, adhering to the chunk signature with 
varying degrees of fidelity. Perhaps the fullest implementation is that of the Voting 
Experts algorithm originally developed by Cohen and Adams. Variants of this algorithm, 
that add bootstrapping (the ability to feed information about chunks already discovered 
back into the algorithm's decision-making process), represent the highest levels of 
performance in the literature on a common benchmark of unsupervised chunking ability. 
Interestingly, this benchmark involves finding words in a corpus of transcribed child-
directed speech from the CHILDES project. However, performance of the Voting 
Experts family of algorithms is not restricted to child language data, as these algorithms 
also perform well at finding words in diverse languages with different writing systems, 
finding episodes in sequences of robot actions, finding letters on a printed page by 
analyzing columns of pixels, and finding teaching episode boundaries in the instruction 
of an AI student. 
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 While this evidence suggests that algorithms searching for the chunk signature very 
often recover correct chunks, it does not fully establish the correspondence between the 
chunk signature and real chunks. The question remains whether real chunks are optimal 
with respect to this signature. Put more simply, out of all the possible chunks that could 
be formed based on some data, are the true chunks the "chunkiest?" This question is 
difficult to evaluate because it requires enumerating an exponential number of possible 
ways to chunk a given sequence. However, for short sequences, it is possible to fully test 
this proposition. We developed a chunkiness score that combines the internal entropy 
and the boundary entropy into a single number. For each 5-word sequence in a corpus of 
child-directed speech, we generated all possible segmentations and ranked each one 
according to the chunkiness score. The true segmentation ranked in the 98.7th percentile 
on average. Preliminarily, it appears that syntax is the primary reason that the true 
segmentation is not higher in the ranking: When the word-order in the training corpus is 
scrambled, the true segmentation is in the 99.6th percentile. Still, based on these early 
results we can say that, in at least one domain, true chunks are nearly optimal with 
respect to the information-theoretic chunkiness score.  
 Empirical studies also suggest that children, even infants, do actually possess such a 
chunking ability. Saffran, Aslin, and Newport famously demonstrated that 8-month-old 
infants can correctly identify artificial words in a continuous speech stream. Importantly, 
this speech stream did not contain pauses around sentences or phrases as natural speech 
often does. This means that infants must be relying on some sort of chunking ability to 
discover these words in the stream. Saffran et al. proposed a very simple chunking 
heuristic that was sufficient for their task, but fails at finding words in natural languages 
and other non-linguistic chunking tasks. In our view, positing such a weak ability is not 
parsimonious because it would require the children to also have a second, more powerful 
ability for other chunking tasks, even other linguistic tasks. By contrast, with a single 
chunking ability based on the signature of chunks, children could perform the task 
presented by Saffran et al. as well as many others. It is also worth noting that Hauser, 
Newport, and Aslin later showed that cotton-top tamarins can perform a very similar 
task, suggesting that the underlying ability may be shared with other non-human 
primates. 

3. Conclusion 

All of this evidence supports the view that chunks can be defined by an information-
theoretic signature, and that a general chunking ability based on this signature provides a 
good explanation for this core cognitive ability.  



Proceedings IACAP 2011  

 - 94 - 

THE DYNAMISM OF INFORMATION ACCESS FOR A MOBILE 
AGENT IN A DYNAMIC SETTING AND SOME OF ITS 
IMPLICATIONS 

LARS-ERIK JANLERT 
Umeå University 
lej@cs.umu.se 

Given the definition of informational distance as the time it takes to satisfy a request for 
the information (Janlert, 2006a), it follows that these distances, the latencies of 
information satisfactions, will depend on the location of the information-seeking agent as 
well as the location of the various resources available for satisfying requests for 
information. That also means that changes in the agent’s location as well as changes in 
the location of information resources in the environment of the agent will dynamically 
affect the agent’s information availability profile (Janlert 2006a), the spectrum of 
informational distances for the complete range of possible information requests. This 
paper will start to investigate the implication this may have for the possibility of 
outlining the informational boundaries of the agent, separating agent from world in 
informational terms, and for the possibilities of strategic relocations of agent and 
informational resources.  
 To do this a model of agent–world relationship is outlined and used, more general 
and considerably more abstract than the examples of actual “natural” agent–world 
relationships found in this world, starting from a characterization as completely as 
possible in informational terms: the world is basically a database from which the agent 
gets information and in which the agent sets information. 
 It turns out that it is possible to define the existential extension of an agent in 
informational terms in a way that at least starts to make some sense in the real world: the 
informational boundary. The issue of agent identity may then be approached along the 
lines of Nozick’s closest-continuer theory. 
 Finally, the importance of proximity as a cue to contextual relevance for situated 
activity in general is transformed or translated to informational terms to appear as a 
relevant principle in getting as well as in setting information. 
 Issues of accuracy and reliability of (purported) information will be bracketed off in 
this paper, but basically “information” is taken to exclude “misinformation.” 

1. The world as a database 

In this model, we have an agent in an environment, a (or the) world. The agent is part of 
the environment, but other than that nothing is assumed about its structure and extent or 
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what drives it. What the agent does is two things (which may in the end turn out to be 
one and the same thing at a certain level of abstraction). Firstly, it requests and gets 
information from the world. The world is considered to be a (dynamic) repository of 
information from the agent’s point of view: all it ever gets is information from it about it. 
In our use of the model we may of course consider any kind of implementation (model) 
satisfying the constraints of the agent’s interactions.  
 Secondly, and this is in order to make the model as purely informationally based 
and symmetric as possible, the agent also sets information into the world. Thus, the agent 
gets as well as sets information.  
 That is the general model. Such worlds could of course be very different but let us 
assume for the current exercise that the world of the model by and large matches our own 
real world at a slightly less abstract level.  
 Setting or getting information can be viewed as a matter of direction of fit. Getting 
information can be understood in terms of retrieving, computing, measuring, observing 
etc., and any combination of such processes, which are partly initiated and performed by 
the agent (Janlert, 2006b). Setting information means to make something the case, to 
make the world deliver certain information. Getting information is often thought of as a 
non-intervening process supposed to leave the world untouched, whereas setting 
information, making something the case, usually is thought of as doing some measure of 
violence to the world, forcing it to change. But generally in this world you can’t get 
information without setting some information in the process; and you can’t set 
information without getting some information in the process.  
 Situated existence in this model becomes a kind of information management; we 
are already living in an informational world, if you will. 
 This whole approach could in itself perhaps be viewed as an analysis in the style of 
Carnap (1961); it has certainly been inspired by it. 

2. Informational boundary of an agent 

Given an agent that moves, it will be possible to make a differentiation between 
information that is moved “along with” the agent, identifiable as information that is 
reasonably close and whose distance does not vary much during movement, and 
information that doesn’t. (The size of changes should be understood as relative, in 
proportion to the whole distance.) Information that moves along with the agent in this 
sense is considered to be within its (current) informational boundary, other information 
considered to be on the outside. 
 For information that does not move along, that is external to the informational 
boundary, it is also interesting to differentiate between information that is far off, far 
away at the information horizon of the agent, and whose distance remains fairly constant 
during the movement of the agent. It will appear as a quite stable background. What 
remains will then be information that is close to “midrange” and changes significantly 
during movement: proximal external information. 
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3. Proximity principle applied to the informational world 

Things that are close tend to matter; things that matter tend to be(come) close (Janlert, 
2003). For an agent situated in an environment this means roughly: (1) that an object 
close to the agent has a better chance of getting the agent’s attention and figure in the 
agent’s activities; (2) an object that matters to the agent’s activities, is more likely to 
already be or soon become within close range (partly due to the agent’s own doings). In 
the world-as-database model this translates to the following rule of thumb for proximal 
external information: information that is close to the agent has a better chance to be got 
by the agent and play a role in the agent’s activities; information that matters to the 
agent’s activities, is more likely to be or become close to the agent. 
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CONTEXTUAL INFORMATION 

Modeling Different Interpretations of the same Data within a Geometric 
Framework 

KIRSTY KITTO 
Faculty of Science and Technology 
Queensland University of Technology 
Brisbane, 4001, Australia 

Abstract. Semantic Information has provided an elegant set of approaches that 
allow us to ground information with respect to its Context, Level of Abstraction 
and Purpose. Interestingly, computer science also has a history of considering 
context and attempting to incorporate it into fields such as Artificial Intelligence, 
Ubiquitous Computing, Information Systems design etc. These fields generally 
treat context as an unknown parameter, which tends to be insufficient when it 
comes to the modeling of cognition. This paper draws attention to a class of 
contextuality that arises from ``knowing too differently'' rather than ``too little'', 
and discusses the manner in which this new class is likely to be of increasing 
importance to the modeling of socio-technical and environmental systems. A new 
geometric model is discussed which incorporates context at its core. Thus, this 
paper presents an approach that might be used to ground the truth of statements 
within a relevant context. Such models make the manner in which context can 
affect the interpretation of information explicit, and can both consistently explain, 
and allow us to model, an important class of social phenomena.  The model will be 
discussed with reference to both push polling, and the climate change debate. 

1. Information in Context 

Semantic Information (Floridi 2011) has provided an elegant set of approaches that 
allow us to ground information with respect to its Context, Level of Abstraction and 
Purpose, which has in turn allowed Floridi develop a number of theories about truth, 
relevance, the logic of being informed etc. (Floridi 2011). However, little work has been 
presented as to how this theory could correspond to the humans to whom it generally 
refers, and perhaps most importantly, to their aggregate behavior in e.g. elections, social 
movements and crises. Semantic Information has the potential to shed some light upon 
the responses exhibited by individuals to many of the complex information environments 
that surround them, but realistic models will be required before this can be achieved. 
While it is relatively easy to determine if the beer is in the fridge (or not), recent public 
debates on climate change, water management, consumer spending habits in the wake of 
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the global financial crisis etc. have all served to emphasize the manner in which different 
sections of a community might ascribe very different values to statements generated from 
highly similar sets of data. The interpretation that should be attached to information is 
frequently the subject of vigorous debate, in which context tends to play a fundamental 
and highly complex role. This situation is recognized somewhat in Floridi's (2011) 
discussion of semantic truth however, the manner in which such a conception might be 
worked into the computational modeling  of social dynamics is yet to be considered. As 
scientists attempt to construct increasingly sophisticated climate, water and socio-
political models, it has become essential that we consider the manner in which humans 
respond to complex sets of information and data. 
 This paper will discuss a sophisticated agent based model (ABM) of human 
decision making in context that is currently in development. This model took inspiration 
from the work of Brugnach et. al (2008), who contrasted the difference between 
“knowing too little” a concept already extensively discussed in the computational 
literature (Akman & Surav 1996, Brézillon 1999), and “knowing too differently”, a 
concept which is yet to be incorporated into the computational paradigm. To “know too 
differently” implies a contextual dependency to knowledge, which must be accounted for 
in models of human behavior.  
 Taking a situation of water shortage as an example, it is frequently the case that a 
number of different framings can be provided. This results in the attribution of different 
interpretations to the situation, each potentially requiring different responses; how should 
a government react? A farmer will be concerned with “insufficient supply”, while 
environmentalists might approach the water system thinking that the problem is one of 
“excessive consumption” (Brugnach et. al 2008). Both contexts have led to claims that 
are justified, but the two interpretations are incompatible, in that they apparently require 
different actions from policy makers. 
 

 

Figure 1. The changing context of a decision. The probability of choosing a particular 
course of action changes between contexts p and q. 

 While relativistic arguments have a somewhat dubious reputation in pure 
philosophy, it is becoming increasingly important that we recognize the role context 
plays in the modeling of human responses to information, and in particular, to the 
decisions that humans make in utilizing this information. For example, when presented 
with the same set of information, a different individual might draw a very different set of 
conclusions as to its consequence, and this can in turn lead to markedly different actions. 
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The manner in which the new model represents context is geometrical, and can be 
quickly explained with reference to the simple example illustrated in Figure 1. Here, we 
have represented the current state, A, of an agent (we shall call her Alice) with respect to 
two different contexts p and q. In this case, the state of our agent has been chosen to 
correspond to her projected response to a binary question e.g. will you vote for candidate 
X in the coming election? 
 A connection to probability is generated by assuming that the length of the state 
A is equal to 1, which means that the probabilities of Alice responding with a “yes” or 
“no” are given by the Pythagoras theorem in a particular context. Thus, 

 (1) 

 With reference to Figure 1, it can quickly be seen that the probability of Alice 
responding with ``yes'' will be markedly different between the two contexts; while she 
has a higher probability of responding with ``yes'' in context p, she has a higher 
probability of responding with a “no” to the same question in context q (this is given by a 
quick inspection of the lengths of the components making up a right angled triangle with 
hypotenuse equal to state A). 
 This geometric model of decision making in context bears a remarkable 
resemblance to the geometrical probability that is utilised in quantum theory (Isham 
1995), and indeed, this similarity is further developed in a number of recent contextual 
models of, for example, decision making (Busemeyer et al. 2011) , word recognition and 
recall (Bruza et al. 2009), concept combination (Aerts & Gabora 2005) and information 
retrieval (Van Rijsbergen 2004). The general framework of these models will be 
discussed, and the novel manner in which they incorporate context into the modeling of a 
state of affairs highlighted. In particular, this paper will highlight the way in which 
explicitly considering contextual factors in a model allows for a recognition of different 
points of view and frames without lapsing too deeply into relativism. While some notion 
of truth can be understood to exist in this model, the context in which a set of facts is 
presented can profoundly influence the interpretation that an agent would attribute to 
them.  
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COGNITION AS MANAGEMENT OF MEANINGFUL INFORMATION. 
PROPOSAL FOR AN EVOLUTIONARY APPROACH. 

CHRISTOPHE MENANT 

Extended Abstract 

Humans are cognitive entities. Our behaviors and ongoing interactions with the 
environment are threaded with creations and usages of meaningful information, be they 
conscious or unconscious. Animal life is also populated with meaningful information 
related to the survival of the individual and of the species. The meaningfulness of 
information managed by artificial agents can also be considered as a reality once we 
accept that the meanings managed by an artificial agent are derived from what we, the 
cognitive designers, have built the agent for.  
 This rapid overview brings to consider that cognition, in terms of management of 
meaningful information, can be looked at as a reality for animal, humans and robots.  But 
it is pretty clear that the corresponding meanings will be very different in nature and 
content. Free will and self-consciousness are key drivers in the management of human 
meanings, but they do not exist for animals or robots. Also, staying alive is a constraint 
that we share with animals. Robots do not carry that constraint. 
 Such differences in meaningful information and cognition for animal, humans and 
robots could bring us to believe that the analysis of cognitions for these three types of 
agents has to be done separately. But if we agree that humans are the result of the 
evolution of life and that robots are a product of human activities, we can then look at 
addressing the possibility for an evolutionary approach at cognition based on meaningful 
information management. A bottom-up path would begin by meaning management 
within basic living entities, then climb up the ladder of evolution up to us humans, and 
continue with artificial agents. 
 This is what we propose to present here: address an evolutionary approach for 
cognition, based on meaning management using a simple systemic tool. 
We use for that an existing systemic approach on meaning generation where a system 
submitted to a constraint generates a meaningful information (a meaning) that will 
initiate an action in order to satisfy the constraint (Menant 2003, 2010 a). The action can 
be physical, mental or other. 
 This systemic approach defines a Meaning Generator System (MGS). The 
simplicity of the MGS makes it available as a building block for meaning management in 
animals, humans and robots. 
Contrary to approaches on meaning generation in psychology or linguistics, the MGS 
approach is not based on human mind. To avoid circularity, an evolutionary approach 
has to be careful not to include components of human mind in the starting point 
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 The MGS receives information from its environment and compares it with its 
constraint. The generated meaning is the connection existing between the received 
information and the constraint. The generated meaning is to trigger an action aimed at 
satisfying the constraint. The action will modify the environment, and so the generated 
meaning. Meaning generation links agents to their environments in a dynamic mode. The 
MGS approach is triadic, Peircean type. 
 The systemic approach allows wide usage of the MGS: a system is a set of elements 
linked by a set of relations. Any system submitted to a constraint and capable of 
receiving information from its environment can lead to a MGS. Meaning generation can 
be applied to many cases, assuming we identify clearly enough the systems and the 
constraints. Animals, humans and robots are then agents containing MGSs. Similar 
MGSs carrying different constraints will generate different meanings. Cognition is 
system dependent. 
 We first apply the MGS approach to animals with “stay alive” and “group life” 
constraints. Such constraints can bring to model many cases of meaning generation and 
actions in the organic world. However, it is to be highlighted that even if the functions 
and characteristics of life are well known, the nature of life is not really understood. 
Final causes are difficult to integrate in our today science. So analyzing meaning and 
cognition in living entities will have to take into account our limited understanding about 
the nature of life. Ongoing research on concepts like autopoiesis could bring a better 
understanding about the nature of life (Weber and Varela 2002). 
 We next address meaning generation for humans. The case is the most difficult as 
the nature of human mind is a mystery for today science and philosophy. The natures of 
our feelings, free will or self-consciousness are unknown. Human constraints, meanings 
and cognition are difficult to define. Any usage of the MGS approach for humans will 
have to take into account the limitations that result from the unknown nature of human 
mind. We will however present some possible approaches to identify human constraints 
where the MGS brings some openings in an evolutionary approach (Menant 2010 b & c). 
But it is clear that the better human mind will be understood, the more we will be in a 
position to address meaning management and cognition for humans. Ongoing research 
activities relative to the nature of human mind cover many scientific and philosophical 
domains (Philpapers, Philosophy of Mind). 
 The case of meaning management and cognition in artificial agents is rather 
straightforward with the MGS approach as we, the designers, know the agents and the 
constraints. In addition, our evolutionary approach brings to position notions like 
artificial constraints, meaning and autonomy as derived from their animal or human 
source. 
 We also highlight that cognition as management of meaningful information by 
agents goes beyond information and needs to address representations which belong to the 
central hypothesis of cognitive sciences. 
We define the meaningful representation of an item for an agent as being the networks of 
meanings relative to the item for the agent, with the action scenarios involving the item. 
Such meaningful representations embed the agents in their environments and are far from 
the GOFAI type ones (Menant 2010 b). Meanings, representations and cognition exist by 
and for the agents. 
 We finish by summarizing the points presented and highlight some possible 
continuations. 
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COMPUTATIONAL AND HUMAN MIND MODELS 

FRANCISCO HERNÁNDEZ-QUIROZ 
UNAM 
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Abstract. Computational models of the human mind have been the subject of a 
heated debate since Turing's seminal paper of 1950. Some opponents of the so-
called Strong AI have postulated alternative mechanisms based on one or another 
form of hypercomputation. Although specific arguments can be (and have been) 
raised against the possibility of hypercomputation, a different approach is possible: 
accept the possibility of human cognitive abilities beyond the reach of Turing 
Machines (TMs) and then face the problem of postulating appropriate physical 
mechanisms underlying these hypercomputing abilities. The result can lead to 
difficulties as hard as those faced by Strong AI in the first place, reducing the 
allure of the hypercomputing alternatives. 

1. Introduction 

In his celebrated paper of 1950, Turing advanced the then daring proposal of machines 
able to emulate the human mind. Those machines were the practical realization of the 
model he introduced before in 1936-7. Turing's formulation is careful to avoid the 
categorical statement that the human mind can be emulated by a Turing Machine due to 
the fact that it is a Turing Machine. However, successive computer scientists have 
reprised Turing's proposal without his caveats. An extreme and idealized version of this 
point of view is known as Strong Artificial Intelligence (Searle, 1984). 

2. An Objection to Artificial Intelligence 

The thesis that the human mind can be modelled by Turing Machines has been attacked 
by many people. A common line of attack goes like this: 

• Strong AI claims the human mind can be modelled by Turing Machines. 
• Turing Machines suffer internal limitations that surface in theorems due to 

Turing himself, Rice and even Gödel. 
• But human cognitive abilities go beyond these limitations. 
• Ergo, the human mind cannot be modelled by Turing Machines. 
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This argument has been rejected by many authors (Feferman, 1996; Chalmers, 1995). 
But this paper will take a different approach: what happens if we accept that the human 
mind cannot be modelled by a Turing Machine? What type of mechanism is needed 
instead? What problems arise when such a model is adopted? 

3. “Mechanisms” more powerful than computers 

There are many candidates for this role. On the one hand, physical systems with 
properties (supposedly) beyond the restrictions of Turing Machines (Penrose, 1994). On 
the other hand, mathematical models circumventing those same restrictions: Oracle 
Turing Machines (Turing, 1939), Analog Neural Networks (Siegelmann, 1999), 
Dynamical Systems (Bournez and Cosnard, 1995), etc. 
 In fact, there is a common core in all these models: (a) they pretend to implement 
some notion of what can be considered intuitively a computational mechanism; (b) 
simultaneously, they include elements capable of introducing entities not Turing 
computable. They can be gathered under the label of “hypercomputation.” 
 Many of those who oppose the Strong AI, claim that human cognitive abilities 
which are not explicable by TMs are in fact based on one or another hypercomputing 
mechanism. 

4. Towards a new scientific research program? 

But these mechanisms are also prone to run into trouble. Sieg (2008) has argued 
convincingly that Turing Machines' limitations are a consequence of the acceptance of 
two principles: locality and boundedness. The first principle means that a computer can 
only change immediately recognizable configurations in finite time. The second one 
means that a computer can only recognize immediately only a bounded number of 
configurations (and therefore there exists an upper bound to the amount of information it 
can handle in finite time). 
 By rejecting TMs as an upper bound to computability, we reject these principles. 
No need to worry though, theoretically speaking, if we are only interested in abstract 
mathematical models. But if the aim is to model or to explain the human mind, and some 
of its capabilities are attributed to hypercomputing features, then we are asserting 
implicitly that the human mind (or its physical substratum, if you will) goes beyond the 
principles of locality and boundedness. One variety of hypercomputation even asserts the 
possibility of harnessing and manipulating non-computable irrational numbers 
(Siegelmann, 1999). And if we want to remain on scientific grounds, we will be pressed 
to point out to the physical counterparts of this theoretical entities and postulate 
hypercomputation in Nature. 
 Of course, none of this is impossible, at least in principle. However, our quest for a 
model of the human mind has lead us to pose very basic questions about physical reality 
that bring with them huge theoretical and practical challenges that look at least as 
difficult as the problems faced by the computational models of the human mind. The 
moral might be that a theoretical alternative is not necessarily a plausible explanation for 
a natural phenomenon. 
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SEMANTICS OF INFORMATION 

Meaning and Truth as Relationships between Information Carriers 

MARCIN J. SCHROEDER 
Akita International University 
Akita, Japan 

Abstract. The meaning of information has been openly dismissed from the interest 
of information theory already by Shannon, but the fiasco of the early attempt to 
develop semantic theory of information by Bar-Hillel and Carnap was even more 
discouraging. They developed their theory of semantic information using as a 
starting point already existing logical structure of the language, not recognizing the 
fact that language is a very special information system and the logic of information 
should be built before its semantic theory. Philosophical concept of meaning for 
centuries has been associated with the medieval scholastic concept of 
intentionality, pointing by a symbol at intended object, identified by Brentano and 
his followers as the primary characteristic of mental acts. Neither of the attempts to 
eliminate psychologism of intentionality removed the primary source of 
philosophical problems which has been always in the fact that semantics requires 
crossing the border between different ontological entities. This difficulty could not 
be resolved within philosophy of language, as at this level the difference between 
linguistic items and entities to which they refer cannot be ignored. The relationship 
between a symbol and its meaning does not require separation of ontological 
status, when the meaning is understood as a relationship between information in 
two different information carriers, that of a symbol and that of denotation. In the 
present paper, both, symbol and object are described in terms of information 
integration. Every entity is being characterized through the integrated part of 
information constituting its identity, and not integrated interpreted as its state. The 
correspondence of identities, i.e. integrated parts of information is here identified 
as the meaning, the correspondence between states, i.e. nonintegrated parts of 
information is identified as the truth. 

1. Sources of Problems in Semantics of Information 

Difficulties in the development of semantics of information are in part inherited from 
linguistic semantics, but some of them have their sources in the circumstances in which 
information theory has been born. The meaning of meaning has been always an elusive 
subject. Ogden and Richards (1923/1989) in their widely read study of this concept 
considered its sixteen basic meanings.  

Philosophical concept of meaning for centuries has been associated with the 
medieval scholastic concept of intentionality, pointing by a symbol at intended object. 
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Brentano identified intention or “aboutness” with the fundamental characteristic of 
mental capacity.  

The logical approach initiated by Frege and developed by Church was an attempt to 
eliminate psychological aspects of the meaning by making a distinction between 
denotation and sense, and focusing on the rules reducing sense of compound expressions 
to those simple. However, the shift of attention to mutual relationship between 
expressions of a language at different level of complexity does not help to understand the 
relationship between simple signs and their denotations, to which the process of 
reduction is leading. Under influence of logical positivism, Carnap attempted to resolve 
this issue in the context of scientific methodology by involving the idea of empirical 
sense reducing criteria of the relationship to empirical procedures.  

The approach initiated by Peirce, whose original writings preceded most of the 
contemporary work on the concept of meaning, was also intended as a way to eliminate 
necessity to involve human subject in semiosis. In his approach sign and object are 
accompanied by interpretant of the type of a sign. Being a sign, interpretant may enter 
into another triadic relation with its own object and interpretant. Its role is to build a 
connection between sign and object which does not require involvement of human being. 
This approach leaves the question of the traditional relationship between the sign and its 
meaning open-ended, but it hardly gives its explanation, especially when the sign has 
different ontological status from that of an object. As in the logical approach, we have 
here an extension of the study towards a complex structure of signs or names, but the 
basic relationship between the object and the sign is left in the shadow.  

No wonder that the issue of the meaning of information has been dismissed from 
the subject of information theory so easily. Shannon’s disclaimer “These semantic 
aspects of communication are irrelevant to the engineering problem” (Shannon & 
Weaver, 1949/1989) has been followed by majority of information theorists, such as 
Cherry (1951/1952): “It is important to emphasize, at the start, that we are not concerned 
with the meaning or the truth of messages; semantics lies outside the scope of 
mathematical information theory.” After all, the measure of information was defined for 
one letter or character of a message which does not carry any meaning. The measure for 
entire message was simply the sum of measures for characters.   

Fiasco of the early attempts to develop semantic theory of information, such as the 
most advanced attempt by Bar-Hillel and Carnap (1952), sealed the fate of the study of 
semantics of information. Bar-Hillel and Carnap developed their theory of semantic 
information using as a starting point already existing logical structure of the language. 
They did not take into account that language is a very special information system and 
more general logic of information should be built before its semantic theory.  

2. Semantics as Relationship between Information Carriers 

Bar-Hillel and Carnap (1952) have built their measure of semantic information in such a 
way that it can be reduced to Shannon’s entropy in a special case. However, here there is 
a fundamental problem whether the measure of information transmitted in the process of 
communication applies to information carried by some carrier (symbol or object). The 
present author (Schroeder, 2004) believes that the answer is negative, and the measure of 
semantic information should be based on the alternative measure, taking into 
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consideration the amount of information carried by symbols, which should be estimated 
based on the relationship between the information in the symbol and information in the 
designate. 
However, the primary source of philosophical problems of semantics has been always in 
the requirement of crossing the border between different ontological entities. This 
difficulty could not be resolved within philosophy of language, as at this level the 
difference between linguistic items and entities to which they refer cannot be ignored.  

The relationship between a symbol and its meaning does not require separation of 
ontological status, when the meaning is understood as a relationship between information 
in two different information carriers, that of a symbol and that of denotation. In the 
present paper, both, symbol and object are described in terms of information integration 
(Schroeder, 2009).  

The concept of information integration is implemented with the use of a theoretical 
instrument called a generalized Venn gate which transforms selective manifestation of 
information into structural one (Schroeder, 2005, 2007) The transition may change the 
level of integration of information depending on the structural characteristics of the logic 
of the gate. The gates whose logic is completely irreducible into the components (such as 
in the case of quantum logic) produce highest level of integration. The gates with 
Boolean (i.e. traditional) logic reducible to the product of simple (yes-no) components 
leave information completely disintegrated. There are of course multiple levels of 
integration in between.   

Information is here understood in a very broad way as an identification of a variety, 
i.e. that which makes one out of a variety (Schroeder, 2005). Thus, not only language is a 
carrier of information, but also every object of our experience. Cognitive processes 
involve transformations of selective manifestation of information coming with sensory 
stimulation into the structural manifestation of information, which in its integrated form 
constitute conscious experience.   
 Every entity is being characterized through the integrated part of information 
constituting its identity, and not integrated interpreted as its state. The correspondence of 
identities, i.e. integrated parts of information is here identified as the meaning, 
correspondence between states, i.e. non-integrated parts of information is identified as 
the truth.   
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PRE-COGNITIVE SEMANTIC INFORMATION 6 
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Abstract. This talk addresses one of the fundamental problems of the philosophy 
of information: How does semantic information emerge within the underlying 
dynamics of the world? --- dynamical semantic information problem. It suggests 
that the canonical approach to semantic information that defines data before 
meaning and meaning before use is inadequate for pre-cognitive information 
media. Instead, we should follow a pragmatic approach to information where one 
defines the notion of information system as a special kind of purposeful system 
emerging within the underlying dynamics of the world, and define semantic 
information as the currency of the system. In this way, systems operating with 
semantic information can be viewed as patterns in the dynamics – semantic 
information is a dynamical system phenomenon of highly organized systems. In 
the simplest information systems the syntax, semantics and pragmatics of the 
information medium are co-defined. It proposes a new more general theory of 
information semantics that focuses on the interface role of the information states in 
the information system – the interface theory of meaning.  

1. Introduction 

I address the following problem: How does semantic information emerge within the 
underlying dynamics of the world? Let us call this the dynamical semantic information 
(DSI) problem. This is related to another kind of problem: Can we provide a foundation 
of cognitive science with the notion of (semantic) information? I claim that it is possible 
to offer a theory of pre-cognitive semantic information that does not presuppose a notion 
of cognition or mind. With such a theory, the notion of semantic information can be used 
in foundational discussions of cognition without circularity. However, I do not plan to 
address the second problem here. 

My strategy for addressing DSI is this: Start with a notion of information system 
that is a special kind of autonomous dynamical system interacting with an environment. 
Describe semantic information as a “currency” of the information system. That is, treat 
information for the system not as a primitive but as a derived notion, similar to the way 
currency is a derived notion of an economic system. Take a decomposition approach to 
                                                 
6 This talk is based on (Vakarelov,  2010). 
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analyzing the components of semantic information – that is, regard notions such as data, 
meaning and source, as depicting aspects of informational processes within the 
information system. Provide a theory of meaning, the interface theory of meaning, for 
the informational states of an information medium within the information system. 

2. Canonical Views of Semantic Information 

Most theories of semantic information make the following assumptions: (1) semantic 
information = data + meaning (+ truthfulness); (2) the data is conceptually primary; (3) 
meaning is secondary and depends on data, (4) pragmatics is third-ary and depends on 
meaning. In this view, the ‘+’ in the definition of information can be regarded as an 
amendment operation, where syntax is amended by semantics to obtain a theory of 
semantic information, and semantics is amended with an account of use of information, 
to obtain a theory of pragmatic information. Thus, an approach to semantic information 
proceeding as such I call an amendment approach.  

Taking an amendment approach to semantic (and pragmatic) information has no 
effect on the formal theories of information; however it affects meta-theoretic judgments 
about theories of information. In particular, it affects what theories of information are 
regarded as more general. 

I argue (defeasibly) that taking the notion of data as conceptually primary (and 
independent from semantics and pragmatics) leads to an indispensible role of a mind for 
the specification of semantics. This makes naturalizing semantic information difficult. 
This is because the cases where the data system can be defined precisely without 
semantics or pragmatics are cases where semantics requires an external interpreter.  The 
meta-theoretical judgments about such cases mistakenly conclude that the cases are the 
most general, and therefore they offer the most inclusive theory of semantic information.  

3. The Pragmatic Approach to Semantic Information 

I propose an alternative: I argue for a decomposition approach to information; that is, I 
argue that in the most general case of semantic information, data, semantics, and 
pragmatics are codetermined as aspects of an information process. The most general 
kind of information is pragmatic information; that is, in the most general case, semantic 
information requires a system that utilizes information in its interaction with an 
environment. Such a system I call, following (Nauta, 1997), an information system.  

The strategy of pragmatic analysis of information is the following: The most basic 
notion is information system. An information system S is a physical system that is in an 
active interaction with an external environment and that satisfies a set of conditions that 
do not presuppose the notion of information. The conditions must guarantee the 
existence in S of a sub-system, M, that can be interpreted as an information medium. 
Moreover, the functional role of M in S in relation to the interaction with the 
environment must be sufficient to define the semantic content of the states of M.  
According to this strategy, S is an information system not because it operates with 
meaningful information, but conversely, it operates with information because it is an 
information system. The most important idea is that what counts as data, and what gives 
the data semantic content, is determined by the role they play in the information system. 
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4. Information Systems 

An information system S is a system that satisfies the following five conditions: 

1. S is an open system, i.e. it is a system that is distinct from its environment, but it 
is in constant interaction with the environment. 

2. S is a partially isolated open system, i.e. some of the interactions between S and 
the environment are structured through well-defined limited channels of 
influence.  

3. S is a purposeful system. That is, there is at least one proper set of  goal states, 
G , that the system “attempts” to be in (or near) by affecting its environment.  

4. S contains a sub-system M that can correlate with an external system O, and M 
can control the behavior of S. 

5. S contains a second distinct sub-system P that filters the states of M and their 
effect on behavior in relating to its purpose. In other words, P steers the 
system towards G by modulating the control effect of M. 

I argue that all the conditions for an information system can be depicted (in principle) as 
conditions of dynamical systems. Thus, no mentalistic or cognitive notions are needed to 
define an information system. I also argue that the conditions are sufficient to justify 
regarding M as an information medium with states that can be interpreted as 
data/information states, and as having meaning for the system. The data/information 
states of M, however depend on the global dynamics. In particular, they depend on the 
way P modulates the control function of M and on the states of O (which can be regarded 
as an information source). However, the states of O and P also depend on the global 
dynamics. Thus, in the most general information systems all relevant components of the 
information system are codetermined (except the goal G). 

5.  Interface Theory of Meaning 

In an information system content is determined neither by the external relation between 
M and O, nor by the internal role of the states of M in S, but by the interface roles the 
states of M play in the dynamics of the system. This is the interface theory of meaning 
for information states in an information system. More traditional theories of semantics, 
such as correspondence semantics or conceptual role semantics, can be obtained from the 
interface role semantics as aspects of the interface relation. Thus, the interface theory of 
meaning properly generalizes other theories of meaning, which only work if further 
conditions on the information system are demanded. 
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WHO WILL HAVE IRRESPONSIBLE, UNTRUSTWORTHY, 
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Abstract. We argue that there is natural place for artificial moral agency parallel to 
artificial intelligence. 

1. Extended Abstract 

Historically, moral agency was conceptualized in purely anthropocentric terms. 
Consequently, only humans qualify as moral agents according to the traditional criteria 
and no other agents than humans were considered capable of moral agency.  We discuss 
such conventional criteria as mental states, intentionality, autonomy, free will, 
responsibility, rationality and moral reasoning and compare human agents with artificial 
agents (intelligent adaptive learning robots and software agents, present and envisaged in 
coming decades). 
 We attempt to understand what has shaped traditional criteria in the past and how 
technological change initiates re-shaping the world around us, including what we could 
(and should) be considered as moral agents. 
 We suggest that conventional approach to moral agency is unable to provide 
exhaustive criteria to deal with moral situations of contemporary world involving techno-
social systems with autonomous intelligent agents, both humans and artifacts. We also 
discuss how morality can be approached in new ways in case of artificial agents. The 
argument is provided that human-centric approach to intelligent autonomous machines is 
inappropriate as a means of control of behavior in self-learning artificial agents and a 
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new proposal is made about how to treat notion of moral responsibilities in techno-social 
systems when intelligent artifacts acting autonomously are involved. 
 In the past mechanical age of engineering, technological systems were designed to 
perform specific and limited functions and they were kept closed with no access to the 
outside world (like a robot making car parts, for example). Nowadays systems with 
artificial intelligence are more complex and sophisticated and they are starting to be 
implemented in everyday environments like people’s homes in helping elderly and sick 
people and as companions (the developing field of social robotics). 
 This rapid technological change re-shapes and expands ways of thinking about 
agency and morality that we used to have. Machine “talks”, “selects”, “runs” “reasons”, 
“senses”, “plays chess”, etc. not in a human way, but we use these words to express 
functionality of a machine in familiar terms. Why can’t machine “choose”, “decide”, 
“think” or “be responsible”? 
 In the similar way as machines are artifactually intelligent, they can be and indeed 
must be made artifactually moral if we are to rely on them even when they are not under 
direct control, when they act autonomously. The term “artificial intelligence” reveals the 
same problem one had to accept that machine can behave intelligently even though it is 
intelligence of an artifact, and not a human intelligence. 
Similarly, machine can be made functionally, artificially moral. It may take some effort 
to find out how to secure morally acceptable behavior in intelligent learning machines, 
and some researchers suggest it may take as much effort as it took for the development of 
artificial intelligence. But it would be irresponsible to let them go among people without 
having morally acceptable behavior according to human standards. 
 Floridi and Sanders (2004) consider interactivity, autonomy and adaptability at a 
given level of abstraction as important new criteria for moral agency. Morality in this 
approach is thought of as “a threshold defined on the observables in the interface”. These 
criteria are related to criteria of operational environment, suggested by Berthier (2006) 
and domain, suggested by Foner (1993). This requirement relates to differences between 
domains of interest for moral considerations for human agents and for artificial ones. As 
humans act and behave in specific environment, artificial agents do as well, but 
conditions are different, and thus probably not all criteria that are suitable for human 
domain are applicable to operational environment of artificial agents. Both artificial 
agents and humans need interaction and ability to adapt to environment in order to act 
morally, according to the rules that define moral actions. Coeckelbergh (2009) suggests 
using the term virtual morality, as robots can exhibit behaviour akin to behaviour of 
humans in analogous situations. 
 The aim of the emerging research field of machine ethics (machine morality, 
artificial morality, or computational ethics) such as developed in Anderson and. 
Anderson (2007); Allen, Wallach, Smit (2006) and Moor (2006) is moral decision-
making implemented in computers and robots. 
 We discuss parallels between artificial agent’s possible artifactual moral agency, 
see Dodig-Crnkovic and Persson (2008), similarity and differences compared to human 
agents. We argue that there is natural place for artificial moral agency parallel to 
artificial intelligence. 
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THE ETHICS OF ROBOTIC DECEPTION 

RONALD C. ARKIN  
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The time of robotic deception is rapidly approaching. While there are some individuals 
trumpeting about the inherent ethical dangers of the approaching robotics revolution 
(e.g., Joy, 2000; Sharkey, 2008), little concern, until very recently, has been expressed 
about the potential for robots to deceive human beings. Our working definition of 
deception (for which there are many) that frames the rest of this discussion is “deception 
simply is a false communication that tends to benefit the communicator” (Bond and 
Robinson, 1988). Research is slowly progressing in this space, with some of the first 
work developed by Floreano et al (2007) focusing on the evolutionary edge that deceit 
can provide among an otherwise homogeneous group of robotic agents. This work did 
not focus on human-robot deceit, however. As an outgrowth of our research in robot-
human trust (Wagner and Arkin, 2008), where robots were concerned as to whether or 
not to trust a human partner rather than the other way around, we considered the dual of 
trust: deception. As any good conman knows, trust is a precursor for deception, so the 
transition to this domain seemed natural. We were able to apply the same models of 
interdependence theory (Kelley and Thibaut, 1978) and game theory, to create a 
framework whereby a robot could make decisions regarding both when to deceive 
(Wagner and Arkin, 2009) and how to deceive (Wagner and Arkin, 2011). This involves 
the use of partner modeling or a simplistic view (currently) of theory of mind to enable 
the robot to (1) assess a situation; (2) recognize whether conflict and dependence exist in 
that situation between deceiver and mark, which is an indicator of the value of deception; 
(3) probe the partner (mark) to develop an understanding of their potential actions and 
perceptions; and (4) then choose an action which induces an incorrect outcome 
assessment in the partner. 

While the results we published (Wagner and Arkin, 2011) we believe were 
modestly stated, e.g., “they do not represent the final word on robots and deception”, 
“the results are a preliminary indication that the techniques and algorithms described in 
this paper can be fruitfully used to produce deceptive behavior in a robot”, “much more 
psychologically valid evidence will be required to strongly confirm this hypothesis”, etc. 
The response to this research has been quite the contrary, ranging from accolades (being 
listed as one of the top 50 inventions of 2010 by Time Magazine (Suddath, 2010)) to 
damnation (“In a stunning display of hubris, the men ... detailed their foolhardy 
experiment to teach two robots how to play hide-and-seek” (Tiku, 2010), and 
“Researchers at the Georgia Institute of Technology may have made a terrible, terrible 
mistake: They’ve taught robots how to deceive” (Geere, 2010)). 

It seems we have touched a nerve. How can it be both ways? It may be where 
deception is used that forms the hot button for this debate. For military applications, it 
seems clear that deception is widely accepted (which indeed was the intended use of our 
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research as our sponsor is the Office of Naval Research). Sun Tzu is quoted as saying 
that “All warfare is based on deception”, and Machiavelli in The Discourses states that“ 
Although deceit is detestable in all other things, yet in the conduct of war it is laudable 
and honorable”. Indeed there is an entire U.S. Army (1988) Field Manual on the subject. 

In our original paper (Wagner and Arkin, 2011), we included a brief section on the 
ethical implications of this research, and called for a discussion as to whether roboticists 
should indeed engage in this endeavor. In some ways, outside the military domain, the 
dangers are potentially real. And of course, how does one ensure that it is only used in 
that context? Is there an inherent deontological right, whereby humans should not be lied 
to or deceived by robots? Kantian theory clearly indicates that lying is fundamentally 
wrong, as is taught in most introductory ethics classes. But from a utilitarian perspective 
there may be times where deception has societal value, even apart from the military (or 
football), perhaps in calming down a panicking individual in a search and rescue 
operation or in the management of patients with dementia, with the goal of enhancing 
that individual’s survival. In this case, even from a deontological perspective, the 
intention is good, let alone from a utilitarian consequentialist measure. But does that 
warrant allowing a robot to possess such a capacity? 

The point of this paper is not to argue that robotic deception is ethically justifiable 
or not, but rather to help generate discussion on the subject, and consider its 
ramifications. As of now there are absolutely no guidelines for researchers in this space, 
and it indeed may be the case that some should be created or imposed, either from within 
the robotics community or from external forces. But the time is coming, if left 
unchecked, you may not be able to believe or trust your own intelligent devices. Is that 
what we want? 
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Abstract. As the development of autonomous systems lead to smarter and more 
capable machines, we must concern ourselves with the possibility that they will 
one day be equipped with weapons and the authorization to use them.  However, it 
isn’t inconceivable that such systems will be prone to error, leaving us with the 
issue of who might be to blame if force is misapplied.  In this presentation, we 
discuss responsibility as it pertains to autonomous systems.  More specifically, we 
attempt to give a formal analysis of the conditions under which an autonomous 
system might consider itself to be a “freely acting agent.”  Note that we do not 
attempt to attack the metaphysical problem of free will; we only aim to provide the 
system with an appropriate commonsense theory of what it means to be free, given 
a set of circumstances within which the agent acts.  Such a commonsense theory 
will (eventually) contain a set of beliefs corresponding to how external obligations, 
potential coercion, lack of perfect information, and brute facts constrain or expand 
the set of actions available to the agent at a given time in branching-time 
semantics. The semantics represents the agents’ beliefs about the past as fixed and 
the future as a set of possible histories that are contingent on its actions.  Future 
extensions of our formal framework will be discussed relative to the development 
of a “Moral Turing Test” for autonomous systems. 

``You have been terminated.” In grand Hollywood style, this is how much of the public-
at-large has been introduced to the notion of autonomous robots on the battlefield.  
When these words were famously uttered by the now-Governor of California, 
combat robots were only a dream, and the dystopian future painted in the 
Terminator movies seemed no more imminent than a new ice age.  Times have 
rather changed.   Combat robots roam through craggy caves in Afghanistan 
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searching for terrorists, and unmanned air vehicles strike suspected enemy hideouts 
in Pakistan without a human operator being anywhere close by. Thankfully, we still 
live in a pre-Terminator age.  The United States Department of Defense maintains 
strict policies that require humans be in the decision-making loop whenever robots 
are employed on the battlefield.  While this sets many a mind at ease, neither of us 
are totally convinced that such strictures will indefinitely remain, especially as 
robots and associated technology becomes more reliable, more intelligent, and --- 
in the end, the most important factor --- cheaper.  Similar scenarios have been 
discussed at length by (Joy, 2000) and other futurists (Bostrom, 2003).  In reply to 
these concerns, we (Bringsjord, Arkoudas & Bello 2006) and others (Arkin, 2009) 
have looked to curb robotic behavior through the mechanization of norms, 
conventions, and other ethical structures, such that future robots might be bound by 
regulations.  Unfortunately, complex situations are the norm on the battlefield, and 
facing novel moral dilemmas in combat is the rule rather than the exception.  Just 
as our warfighters must improvise under these adverse circumstances, we expect 
future robots to take actions roughly consistent with pre-established norms, but 
rounded out with a measure of commonsense moral judgment, for if they do not, 
they are doomed to be both brittle and ineffectual soldiers. 

 This being said, we’d like to address an issue at IACAP 2011 that hasn’t received 
much attention in the literature: the issue of whether or not future intelligent robots 
could be blamed for their actions, provided something goes wrong during the 
course of their operation.  Our plan will be to provide what we feel to be a 
reasonable set of conditions that when jointly obtaining would allow us to classify a 
robot as a moral agent, and as such subject to blame in the case of intentional 
misdoings or derelictions of duty.  The key question under consideration in our 
investigation is: ``what does it mean for x to have the property of being 
autonomous?”  We hope to clarify a set of potential confusions about the proper 
definition of autonomy in the context of robotic warfighters. 

 Moral philosophers, depending on their particular stance on the nature of morality, 
typically define autonomy as the ability to respect some particular moral code or 
another, even if doing so runs contrary to self-interest.  In a deep sense, these ideas 
turn on the notion of an autonomous agent having at least the illusion of free will, 
or the ability to choose contrary to a pre-established set of normative principles.  
Among roboticists and other practitioners of artificial intelligence, autonomy has 
generally been taken to mean the ability to make decisions and take actions without 
coercion or assistance from a secondary agent.  While this seems to be plausible 
enough, a few mental exercises might convince you that this is much too general, 
perhaps to the point of not being useful in its intended context.   

 Consider the case of the lowly thermostat that has functionality allowing it to turn 
on and off in order to maintain a pre-set ambient temperature in a home.  It 
certainly ``makes decisions” about when to turn on, and takes action (e.g. turns on) 
under an appropriate set of conditions and without consulting an external agent at 
decision-time. Should this device be granted autonomy?  We think not, and we 
assume that our roboticist colleagues agree with us.  Even though the thermostat 
makes decisions (in some sense) as to when to turn on, it’s not at all clear that it 
could choose otherwise.  In fact it cannot, barring device malfunction.  Worse than 
this, there isn’t an ``it” making decisions at all.  It’s just a thermostat.  If we map 
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onto the robotic case, it’s equally unclear that there is an ``it” making decisions, or 
one making free choices that direct its own affairs. 

 Real-world battlefield situations don’t bifurcate so cleanly when it comes to making 
moral and non-moral decisions.  Simple navigation decisions, such as whether or 
not to step into a house of worship, seem to be prima facie non-moral in nature, but 
as we well know, they indeed have moral consequences.  These complications 
suggest to us that roboticists ought to at least consider some of the definitional 
concepts from moral philosophy to tighten up their own notions of autonomy in 
order to make them more suitable for combat robots.  A central notion to be 
accounted for in future definitions of machine autonomy is the notion of free 
choice.  Without free choice, or at least the illusion of free choice, blaming a robot 
for misdeeds or for neglect becomes a less-than-meaningful activity.  At IACAP 
2011, we hope to both present recommendations for a formally useful definition of 
autonomy for machines; but also to propose a variety of tests, much like a 
decathlon, to establish functional baselines which would be required to be met by 
computational systems hoping to acquire the designation of moral agent, with a 
particular focus on the robot’s beliefs about how “free” its actions are at any given 
point in time. Given the uncertainty over the variegated notions of free will, the key 
test we propose will share much in spirit with Turing's Test for machine 
intelligence, a similarly ambiguous notion.  Just as TT doesn't require human 
intelligence proper to functionally pass, we won't require an artificial system to 
have human-like free will (whatever it may look like) in order to be accorded moral 
agency. 

References 

Arkin, R.C., (2009). Governing Lethal Behavior in Autonomous Systems, Chapman and Hall 
Imprint, Taylor and Francis Group. 

Bostrom, N. (2003), "Ethical Issues in Advanced Artificial Intelligence", Cognitive, Emotive and 
Ethical Aspects of Decision Making in Humans and in Artificial Intelligence. 2: 12–17. 

Bringsjord, S., Arkoudas, K. & Bello, P. (2006) “Toward a General Logicist Methodology for 
Engineering Ethically Correct Robot” IEEE Intelligent Systems. 21.4: 38-44.   

Joy, W. (2000) “Why the Future Doesn't Need Us” Wired.  (8.04).   



Proceedings IACAP 2011  

 - 124 - 
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Abstract. The ever-increasing levels of autonomy in modern robotic systems will 
lead to the deployment of autonomous agents in morally sensitive contexts. 
Assigning responsibility when unethical actions are performed by robots has been 
a matter of considerable debate among roboethicists, with some positing a grave 
“responsibility gap” that prevents the satisfactory attribution of responsibility to 
any party. I submit that this contention may stem from the failure to specify the 
architectural details of the hypothetical robotic systems in question and the failure 
to consider multiple senses of responsibility. To illustrate this, the effect of 
assigning varying levels of architectural complexity to a hypothetical robotic agent 
on our reactive (moral) attitudes is examined. Various senses of responsibility are 
then presented, including the novel sense of pedagogic responsibility in an attempt 
to close the “responsibility gap.” 

1. Introduction 

The progress of modern robotics research is not only rapidly yielding embodied agents 
with increasing levels of autonomy, but also fueling the desire of various governmental 
and private institutions to deploy autonomous systems in morally contentious contexts. 
Given the prospect of autonomous agents that not only may make moral decisions, but 
life-or-death decisions of the highest ethical import, it is understandable that scientists 
and philosophers see an urgent need to tackle the issue of robotic systems and 
responsibility. 
 When a robotic system perpetrates an unethical action, whom do we hold 
accountable? Conversely, to whom ought we direct praise when an autonomous system 
performs commendably in an ethical situation? Various loci of responsibility have been 
proffered by roboethicists: the developers of the autonomous agent, the 
handlers/controllers of the autonomous agent, and the autonomous agent itself (Sparrow, 
2007). However, the justifiability of responsibility ascriptions to each of these loci 
remains controversial. Some posit a “responsibility gap” that prevents us from holding 
the programmers and developers of certain types of autonomous agents culpable for their 
potentially unpredictable acts (Matthias, 2004), whereas others reject this notion (Marino 
and Tamburrini, 2006). Another complication to ascribing responsibility, raised by 
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Sparrow, involves the possible rejection of robots as loci of responsibility by humans, as 
the consequences of holding synthetic agents responsible may not sufficiently satisfy the 
aggrieved parties (Sparrow, 2007). In contrast with Sparrow, however, Dodig-Crnkovic 
and Persson (2008) contend that “learning from experience and making autonomous 
decisions gives us good reasons to talk about a machine as being ’responsible’ for a task 
in the same manner that we talk about a machine being ’intelligent”’, but that, “we must 
adopt the functionalist view and see them as parts of larger socio-technological systems 
with distributed responsibilities, where responsibility of a moral agent is a matter of 
degree.” 
 Yet, what makes responsibility hard to pin down or satisfactorily ascribe with 
robots? I would submit that the debate is fueled by the ambiguity of the key terms in the 
dialogue: “responsibility” and “robot”. We will first seek to tease out why 
disambiguating these terms is a prerequisite to solving, or at least making sense of, the 
problem of responsibility ascription with robotic systems. This disambiguation entails 
examining what the robotic/cognitive architecture is on the autonomous system in 
question, as well as considering what different senses of responsibility we wish to ascribe 
when seeking to hold agents accountable. By fleshing out these issues, we can 
subsequently critique the viewpoints espoused by Matthias, Marino and Tamburrini, and 
Sparrow. We will then proceed to outline how we can use these senses of responsibility 
and our knowledge of the architectural mechanisms underpinning the robotic system to 
establish a system of distributed responsibility that will ideally “not only locate the 
blame but more importantly assure future appropriate behavior of the system” (Dodig-
Crnkovic and Persson, 2008). 

3. Senses of Responsibility 

Kuflik (1999) identifies six types of responsibility. The type needed to ascribe 
responsibility in liability cases as described by Marino and Tamburrini is oversight 
responsibility, which can in turn be thought of as a subset of Kuflik’s role  responsibility 
(where the agent’s role is to oversee the operation of a system and ensure positive results 
while avoiding negative ones). By considering oversight  responsibility, attitudinal 
differences between ascriptions of malice and negligence can be captured. 
 Despite the application of additional senses of responsibility to plug the 
“responsibility gap,” the appropriateness of ascriptions of oversight  responsibility are 
still dependent on details regarding the behavior-generating mechanisms of the 
autonomous agent. Does this leave open the “responsibility gap” at the higher-end of the 
continuum of agent autonomy? Could there exist robotic agents that we believe can not 
justifiably be considered loci of strong senses of responsibility (e.g. moral 
responsibility), but that are autonomous enough that assigning full liability to the 
developers or trainers also seem unfair? The answer to these questions are not clear, but 
independent of how these concerns are resolved I wish to introduce a new flavor of 
responsibility that seeks to articulate a sense in which the developers and trainers of 
complex learning agents can be held accountable, regardless of the complexity of the 
agent’s cognitive architecture. 
 A weaker form of responsibility can be derived from Kuflik’s role responsibility 
that recognizes the causal connections between the training an agent provides another 
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learning agent and that learning agent’s future behavior. This sense of accountability can 
be deemed pedagogic  responsibility. What I wish to highlight with this flavor of 
responsibility is the practical consideration that most, if not all, sophisticated learning 
agents are weakly supervised by other agents that fill the role of pedagogues; learning 
agents, in practice, are not completely self-bootstrapping. 

4.  Distributed Responsibility 

Distributed responsibility is crucial to ensuring that desired outcomes are achieved in 
practice. Far from potentially exculpating guilty agents by examining other loci of 
responsibility, an appropriate application of a distributed responsibility paradigm would 
in fact maximize accountability. This maximization of accountability can be achieved by 
considering all agents causally linked to a particular action and determining the strongest 
sense of responsibility that can be justifiably ascribed to a particular agent. 

5.  Conclusion 

Knowing the relevant details of a robotic system’s behavior-generating mechanisms is of 
paramount importance when undertaking the task of responsibility ascription for actions 
generated by that system. This knowledge, coupled with considerations of different 
flavors of responsibility, will enable agents to be held accountable in the proper sense. 
Finally, applying these different flavors of responsibility in a distributed context will 
contribute to the appropriate ascription of blame/praise and ensure future desired 
outcomes by minimizing all points of failure within a socio-technical system (as alluded 
to by Dodig-Crnkovic and Persson, 2008). 
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THE ENGINEERABILITY OF SOCIAL INSTITUIONS 

Some Critical Reflections against Searle and in Favor of Kant’s Laws of Action  
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Abstract. I am arguing in the realm of Kant’s concept holding that moral 
laws result from universal and contradiction free proving processes, 
criticizing John Searle who negates the engineerability of social 
institutions.  

1. The Engineerability of Promises 

In his book Making the Social World John Searle explicitely negates the engineerability 
of social institutions. He deduces his claim from the fact that social rules owe themselves 
to conscious human language and secondly to the will of acceptance. If you concede to 
Searle’s argument you firstly have to commit the gap between Searle’s world of human 
language dependent social rules and a social world as real being with rules that constitute 
its existence. Against Searle I hold that the validity of some social institutions is built 
upon a realist and ontologic dimension of social institutions. 
 Searle explains that social institutions only exist because they are constituted by 
human capacities and therefore not engineerable, illustrating his convictions by 
“promising” (which he used in his speech act theory) demonstrating why unconscious 
robots cannot have institutions: “Let us suppose that robot A is so programmed  that 
when it cognizes a future need on the part of robot B, A makes a “promise” to render B 
the appropriate assistance in the future. … But what I cannot find in this situation is the 
deontology that is essential to institutional reality in its human form. The notion of 
making and keeping promises presupposes the gap.” (Searle 2010, 136).  
 It is obvious and simple to understand that a computer program can devide one 
action of exchange into two parts however connect them together in a way that the time 
difference does not interrupt the unity of action. What kind of “notion” is needed to 
fulfill this bipartite action? Searle’s argument refers to a concept of deontology, which 
does not explain why promises are to be held, in Searle’s account, promises remain as a 
duty someone has obliged me with.  
 Kant’s argument on moral duties is different. Kant’s constitution of morals i.e. of 
social institutions is not based on properties of human nature, but must subsist a priori. 
This is true for several kinds of human actions, as “saying truth”, “selling something to 
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all at the same prize”, and it is true for promises. How can we think of a promise as a 
universal law and what consequences does this have for the engineerability of social 
institutions?  

2. Some Social Institutions are based on the Logic of Contradiction Free 
Reasoning  

The validity of a promise results from the idea of a self-consistent concept of an action. 
This is a pure formal statement on the fact that from the point of logic there is no reason 
to assume that this kind of action would ever have an implicit problem, that is that this 
kind of action could not be executed as if there would arise a contradiction. 
(Hagengruber. 2000. 155 ff.) Although you might object that only humans can 
understand what is a contradiction, this does not concern the formal character of the 
validity of  “promising”. The validity of “promising” is as independent of this human 
approval as it is true for any mathematical law. Think how many do not understand the 
mathematical laws computers are built of and constituted by but how many people use it! 
Very often promises are broken, however this does not influence the validity of the law 
of promising which is effected by its formalism. This formalism is the reason of its 
validity, not our agreement to it. It is completely unimportant if this law is understood or 
not, as we can easily observe. From this assumption we can deduce that “promising” is 
not only a kind of social institution which deduces its validity from human understanding 
and acceptance, but it can be seen as a sort of law which coordinates to a sort of 
“ontological” law. 
 Searle presupposes that keeping promises is only possible if we have an 
understanding of language and he is convinced that these language based rules are 
different to computational rules. Are both types built upon different modes of thought? 
How do rules and laws work in machines, and why do we understand the results of 
computation?  
 I affirm that some (not all) social institutions are based on computable laws and that 
their inherent character is comparable to computational laws. This implies the conviction 
that there are some types of social laws which are much deeper grounded than to be only 
a reflex of cultural inspiration. Searle turns out as a dualist, arguing on the ground of two 
kinds of rationality, a computable and a non computable, when deviding the world into 
non computable social institutions and computable number concepts.  
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Abstract. While ordering and producing modern eGovernment systems to the 
critical fields of governmental services the stakes with failure vary from the loss of 
money to the loss of life. Standard procedures of providing an eGovernment 
service does not nominate clear responsibilities to any participating party. 
Government offices hold a dual-model role in which they are both a customer 
towards the supplier of the system and supplier of the system towards the public. 
Government officials have been nominated to their job as a form of social contract 
to be the responsible party in the eGovernment system acquiring, implementation 
and upkeep. In that context, when the government office orders critical 
eGovernment systems and takes them into use as a monopoly service, it must hold 
itself responsible for the system and its effects. Normal struggle between the 
authorities, system suppliers, NGOs and individual citizens after a troubled 
eGovernment experiment can be avoided when the responsibilities are taken into 
account before the system development even begins. 

Extended abstract: 
In this paper we aim to show that a responsible party for acquiring critical eGovernment 
systems should be nominated and that the expected consequences must be analysed 
before the project is started. This is to prevent loss of human life, to enhance well-being, 
to secure a democratic process and civil rights of the citizens and to save resources. 

A critical information system is a system where something invaluable can easily be 
compromised. These kinds of systems include eHealth, eDemocracy, police databases 
and some information security systems e.g. physical access right control. A critical 
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eGovernment system is such a system provided to the people by the government. 
Systems included in these kinds of areas are those of healthcare, border control, 
electronic voting, criminal records, etc.  

There have been numerous cases, where due to poor eGovernment systems lives 
have been lost (Avison & Torkzadeh 2008, p. 292-293, Fleischman 2010) and elections 
have been compromised (Mercuri 2001, p. 13-20, Heimo, Fairweather & Kimppa 2010, 
Robison 2010). At the same time large amounts of resources (Larsen & Elligsen 2010) 
are wasted, while the systems are either inoperable for the purposes they were designed 
or end up being discarded (Wijvertrouwenstemcomputersniet 2007, Verzola 2008, 
Heimo, Fairweather & Kimppa 2010). Thus, while developing critical eGovernment 
systems, there is little room for error. 

Some of the errors have lead to catastrophic consequences, like the Case London 
Ambulance, where more than 20 people died due to bad system design, poor testing and 
hasty implementation (Avison & Torkzadeh 2008, p.292-293). In the field of eVoting, 
there have been problems, close-by situations or problems which have not been 
identified, yet are suspected. Some of the clearest mistakes have been made in the U.S., 
but many European eVoting projects, like those of Ireland and Netherlands, have also 
endangered the democratic process. Many eVoting projects have also been found 
extremely costly. (Wijvertrouwenstemcomputersniet 2007, Verzola 2008, Heimo, 
Fairweather & Kimppa 2010) 

A specific party has to be responsible for the development of the system, so that 
there is someone to respond to the challenges, repair what is broken, and see to it that the 
system itself works. That is a job the society as a whole has given to a third party, as not 
everyone can participate to the process. The task of the responsible party is to see to it 
that the system works as it should. (See e.g. Hobbes 1651.) 

Four different interest groups can be found in every eGovernment system 
development process. First, there is the government office, whose task is to formulate the 
solutions to fulfil the needs of the society at large. Secondly there is the producer, who 
delivers the requested system. Third interest group is the end-user group consisting of 
people using the system, i.e. nurses, border officials, police or military officers and 
voting officials. Fourth group is the citizens, who are the targets of the system usage. 
Any or all of the groups can also overlap. Every nurse or doctor can (and will) be a 
patient, every voting official can vote, every police or military officer or border official 
is also a citizen dependant of the services produced by police or military force and 
border control etc. 

The power to decide how to design and whether to implement the system lies within 
the government and the supplier; the user and the target of usage are in weaker positions, 
for they have little or no power in designing the system compared to governmental 
officials or the supplier of the system. According to Rawls (1997) the change in the 
system must be to the advantage of the weakest parties, to the last two groups, who are 
less able to defend themselves. 
With the power to decide for the public comes the responsibility to the public. That 
responsibility has to be either with the subscriber or the supplier of the system. The 
responsibility with the supplier lies in fulfilling the requests of the customer, in this case 
the governmental office. If this task fails, the supplier is surely responsible to the 
authorities for their failure of not fulfilling the requirements agreed upon. 
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The authorities have a monopoly in supplying certain services like critical 
eGovernment products. Due to this, they are in the supplier role in relation to the citizen. 
That role brings with it the responsibility of a functioning product. If the system is taken 
into use – and it must be emphasized, that these are critical systems – the responsibility 
lies with the last supplier of the system: the government office. 

The producer produces a system according to the specifications they receive from 
the ordering party, in this case the government office. Even if the product is faulty and 
does not fulfill the specification, the authorities are responsible to audit the product (due 
to these kinds of systems being critical applications). The responsibility for showing that 
a product is faulty, cannot, however rest on the end-user, but the provider or the 
distributor must provide sufficient proof that the system is safe. 

In many countries (e.g. in Finland, Ireland, Netherlands and the USA) only after a 
system has been taken into use, the end-users (specialists, citizens, NGOs, etc.) have 
been able to show that there are critical problems with the system (see e.g. Mercuri 2001, 
Harris 2004, Wijvertrouwenstemcomputersniet 2007, Heimo, Fairweather & Kimppa 
2010).  That means that the producers and the government officials are defending their 
position against the end-users and the public. However, the burden of proof in a situation 
where critical systems are changed must remain with the party advocating the change. 
Because this kinds of systems are distributed through a government monopoly, the 
obvious responsible party is, maybe counter to intuition, the subscriber, not the producer 
of the system. 

Pantzar (2002) generalizes MacKenzie’s (1990) theory of the Certainty Trough to 
all technology. Pantzar claims, that the salespersons of the product – the representatives 
of the producer – are denied their right to be uncertain of the product they are selling. In 
a modern society there is a risk, that this reflects to the suppliers – the governmental 
offices – representatives so, that even they cannot appear to be uncertain of the product 
when introducing it to the citizens. In a situation where this risk actualizes, the 
information the government officials give to the public is misleading. 

When ordering critical eGovernment systems, it must be remembered that the 
people auditing the systems must be accountable for their work and the government 
office must select a party able to successfully complete the auditing. Governmental 
officials have to be trained and given the accountability for what methods of auditing are 
required and how the results have to be interpreted.  

Thus, we must see to it that sufficient safeguards are in place for taking new 
applications into use in critical eGovernment services. It must be ensured that the 
responsible office has tested the critical applications at minimum to the degree the 
current system can be trusted. That alone, cannot be a convincing reason to take a new 
system into use. Either the security of the system itself has to be greater than the previous 
systems’, or, at least the added value the system provides to the citizen must be – 
together with the same amount of security as in the previous system – considerable to 
justify changing systems. 
To summarize, the responsibility of the critical eGovernment systems lie within the 
authorities. They hold a monopoly to the services they have been nominated to produce, 
control and upkeep. When this is done without the responsibility and accountability of 
anyone, it can and will endanger the fundamental values we hold dear. 
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Abstract. To support ethical decision making in autonomous agents, we suggest to 
implement decision tools based on classical philosophy and psychological 
research. As one possible avenue, we present EthXpert, which supports the 
process of structuring and assembling information about situations with possible 
moral implications. 

1. Philosophy 

Automated systems can be of great help to achieve goals and obtain optimal solutions to 
problems in situations where humans have difficulties perceiving and processing 
information, or making decisions and implementing actions, because of the quantity, 
variation and complexity of information. Given that we have a clear definition of ethics, 
we can design a system that is capable of making ethical decisions, and able to make 
these decisions independently and autonomously.  

In common sense, ethics is based mainly on a judgment of its normative qualities. 
People’s attachment to the normative aspects is so strong that it is not possible for them 
to accept that ethics is an issue of choice, as it has been stated in classical philosophy. If 
ethics is connected to choice then the interesting aspect is how the choice is made, or not 
made. The focus is on how, not on what; on the process not on the content. Indeed, 
regarding the effort to make the right decision, philosophy and psychology point to the 
significance of focusing on the process of ethical decision making rather than on the 
normative content of the decision.  According to the theories of Plato, Aristotle, Kant 
and modern philosophers one has to get rid of false ideas, because this opens up the way 
to the right solution. Ability to think in the right way is not easy and certain skills are 
necessary.  
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2. Skills of Ethical Agents 

This philosophical position has been applied in psychological research on ethical 
decision making. Focusing on the process of ethical decision making, psychological 
research has shown that people use different ways to handle moral problems. When 
people are confronted with moral problems they think in a way which can be described 
as a position on the heteronomy-autonomy dimension. Heteronomous thinking is 
automatic, emotional and uncontrolled thinking or simple reflexes that are fixed 
dogmatically on general moral principles. Thoughts and beliefs coming to mind are 
never doubted. Awareness of own personal responsibility for the way one is thinking or 
for the consequences of the decision are missing.  

Autonomous thinking, on the other hand, focuses on the actual moral problem 
situation, and the main effort consists in searching for all relevant aspects of the problem. 
When one is thinking autonomously the focus is on the consideration and investigation 
of all stakeholders’ moral feelings, duties and interests, as well as all possible alternative 
ways of action. In that sense autonomy is a systematic, holistic and self-critical way of 
handling a moral problem. 

Handling moral problems autonomously means that a decision maker is 
unconstrained by fixations, authorities, uncontrolled or automatic thoughts and reactions. 
It is the ability to start the thought process of critically and systematically considering 
and analyzing all relevant values in a moral problem situation. It is not so easy to use the 
autonomous skill in real situations. Psychological research has shown that plenty of time 
and certain conditions are demanded before people can acquire and use the ethical ability 
of autonomy. 

3. Support Systems 

IT systems have many advantages that can be used to stimulate and facilitate autonomous 
thinking in decision making. For example EthXpert is designed to support the process of 
structuring and assembling information about situations with possible moral implications 
(http://www.it.uu.se/research/project/ethcomp/ethxpert). It follows the hypothesis that 
moral problems are best understood through the identification of authentic interests, 
needs and values of the stakeholders in the situation at hand. Since the definition of what 
constitutes an ethical decision cannot be assumed to be at a fix point, we have further 
concluded that this kind of system must be designed so that it does not judge the 
normative correctness in any decisions or statements. Consequently, the system does not 
make decisions and its sole purpose is to support the decision maker when analyzing, 
structuring and reviewing choice situations. 

Ethical decision support can be integrated into robots and other decision-making 
systems to secure that decisions are made according to the basic theories of philosophy 
and psychology. In one sense this fully automated autonomy would be ideal, although it 
will bring to the fore questions about how to treat machines that have a refined sense of 
reasoning. Before we are there we can however see that ethical decision-making support 
systems based on this approach can be utilized in two ways, both of which we believe to 
be necessary steps to further development. 
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During the development of a decision-making system, support tools can be used to 
identify the criteria for making decisions and for choosing a certain direction of action. 
This means that the support tool is used by developers — the ones who make the real 
decisions — when they are facing an ethical problem and need assistance in choosing 
according to the philosophical/psychological approach. 

Another possibility is to integrate a support tool in the decision system. By putting 
the support tool into the system, it can be used in cases of unanticipated future situations. 
The tool can gather information, treat it, structure it and present it to the operators in a 
way that follows the requirements of the above mentioned theories of ethical autonomy. 
If it works like that, operators make the real decisions and are the users of the ethical 
support tool (Kavathatzopoulos, 2010). 

Such an independent system — that can make decisions and act in accordance to 
the hypothesis of ethical autonomy — is one which 1) has criteria, previously identified 
in an autonomous way, programmed into it by the designers, and 2) prepares the 
information about problematic situations according to the theory of ethical autonomy so 
that the operators, when they are presented with it, are stimulated to make decisions 
compatible with the theory of ethical autonomy.  

References 

Kavathatzopoulos, I.  (2010). Robots and systems as autonomous ethical agents. In: V. 
Kreinovich, J. Daengdej and T. Yeophantong (Eds.), INTECH 2010: Proceedings of the 
11th International Conference on Intelligent Technologies (pp. 5-9). Bangkok: Assumption 
University. 



Proceedings IACAP 2011  

 - 136 - 

HOW THE HARD PROBLEM OF CONSCIOUSNESS MIGHT EMERGE 
FOR AN EMBODIED SYMBOL SYSTEM  

BERNARD MOLYNEUX 

Abstract Embodied systems with both an exteroceptive and an introspective 
informational channel can investigate themselves via two independent methods, 
generating distinct pictures of the self. Attempts at cross-perspectival 
identification, however, are frustrated by the recursive nature of Leibniz's Law, 
which, for each pair of potential cross-perspectival identificanda, requires the prior 
cross-perspectival identification of their properties, generating a regress. I show 
that the only ways the embodied system can escape from this regress correspond to 
the classic answers to the hard problem of consciousness: inflate its third-person 
ontology with distinct subjective properties (dualism); deny the reality of its 
subjective phenomena (eliminativism); or postpone the identification indefinitely 
(the current state of materialist realism). Thus, I suspect that this problem is the 
hard problem of consciousness rediscovered in the context of an embodied 
artificial system.  

 
 
Abstract. Any embodied system with both an exteroceptive and an introspective (internal 
monitoring) channel can investigate itself via two independent methods. I show how this generates 
an epistemic problem resembling the hard problem of consciousness.  

How M Represents Things 

Imagine that at any time our intelligent symbol system M represents objects and 
properties discovered using its exteroceptive system (henceforth 'EXTEROCEPTION') 
using some finite stock of symbols7 O0

1O
0
2O

0
3 … where superscripts designate order 

whereas subscripts distinguish the representations at each order, so that M represents the 
ith nth-order entity having the jth-mth order property as follows:  
 
Om

jO
n
j 

 
E.g. if we count objects as appearing at the 0th order (since they are modified by first 
order properties) then the following: 

                                                 
7 For visual prettiness use/mention distinctions are syntactically unmarked, so O1 sometimes refers to the 

representation and sometimes to its referent, as will be clear from context.  
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O1

23O
0
45 

 
 …signifies that the 45th object in M’s ontology is modified by the 23rd first-order 

property. (When order is clear from context, we will drop the subscripts to minimize 
notational clutter.)  

 
In the same way, M uses the symbol S (think 'subjective') to represent objects and 

properties that it learns about via its other, introspective, mode (henceforth 
'INTROSPECTION').  

How M Thinks about Things 

We place one iron restriction on M's reasoning, and three soft restrictions (to be 
explained). 
 

Iron restriction : M observes Leibniz's Law. I.e. if M holds that A=B, then for 
every property P, M holds that A instantiates P if and only if M holds that B does. 

 
Now for the soft restrictions:  

 
 
First soft restriction : M thinks8 that it can in principle acquire a complete 
picture of the world from EXTEROCEPTION only.  
Second soft restriction: M regards the data it gets from INTROSPECTION as 
correct and incorrigible. It treats introspection as the ultimate authority on its 
inner self.  
Third soft restriction : M insists on all of its identifications being constructive. 
That's to say, it only identifies specific phenomena of which it is aware. So 
though it might identify O23 with O78 or with S677, for instance, it will not 
commit to the abstract existential identification of O23 with some (as yet 
unknown) O or S phenomenon. 

 
Later we see that relaxing the soft restrictions permits M to solve its problem in a way 
that resembles classic answers to the hard problem of consciousness, indicating that this 
is indeed the hard problem of consciousness rediscovered in the context of an embodied 
artificial system.   

The Proof 

We proceed by reductio, by imagining that M identifies some subjective (S) and some 
objective (O) phenomenon. Since M does so, there must be some Si and some Oi that are 
the highest order such entities to be identified. Since this identification must obey 
                                                 
8 I.e. the system processes in accordance with this restriction, as if it 'thinks' this. All such mentalistic 

vocabulary can be similarly replaced throughout the argument, if it is thought to beg any questions.  
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Leibniz's Law, M must first check whether Si and Oi have the same properties, either by 
checking its antecedent knowledge of Si or by querying INTROSPECTION anew. But 
now consider an arbitrary property Si+1 that INTROSPECTION ascribes to Si. Since the 
identification of Si and Oi obeys Leibniz's Law, M must either hold that both Oi and Si 
have Si+1 or that neither do. Hence either:  
 

(i) M holds Si+1 to be an additional property of Oi distinct from any property of 
Oi that M might learn about from EXTEROCEPTION. Or:   
(ii) M comes to hold that Si does not have Si+1 in fact. Or  
(iii) Si+1 is identified with some property Oi+1 of Oi learnable via 
EXTEROCEPTION. 

 
However, option (i) is impossible, since the first soft restriction says that 
EXTEROCEPTION can provide a complete picture of the world. Similarly, the second 
soft restriction says that INTROSPECTION is correct and incorrigible, excluding option 
(ii). And option (iii) given that only constructive identities are permitted, is possible only 
if the system identifies Si+1 with some known property of Oi, in which case it would be 
identified with some specific property Oi+1, and our starting assumption that Oi and Si are 
the highest order entities identified is violated. Thus there can be no highest order O-S 
identification consistent with the restrictions, which means that for our finite symbol 
system M, that there can be no O-S identification at all (the same proof, fortunately, fails 
for S-S or O-O identifications; explanation omitted.)  

Dropping the Soft Restrictions 

Relaxing any soft restriction permits O-S identifications that correspond to the classic 
solutions to the hard problem of consciousness, indicating that we have discovered the 
hard problem in a more general form. Relaxing the first soft restriction permits M to add 
the property Si+1 that Oi lacks as a new property of Oi, not discoverable by 
EXTEROCEPTION. But this corresponds to property dualism - wherein introspectively 
discoverable properties (like qualia) are simply added to exteroceptively discoverable 
entities (like brains) as ontically distinct properties. Relaxing the second soft restriction 
permits M to engage in qualia-eliminativist strategies, according to which the property 
Si+1, though patent to INTROSPECTION, is held to be nonexistent, thus removing it as 
an impediment to identification. Relaxing the third soft restriction allows M to identify 
Si+1 in principle with some property detectable by exteroception - but not with any 
property in particular. This corresponds to holding a non-committal, non-constructive 
physicalist realism: experiential properties like qualia are identical to some objectively 
discoverable properties, but the question of which ones is indefinitely postponed.   
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THE GAME OF EMOTIONS (GOE)  

An Evolutionary Approach to AI Decisions 

JORDI VALLVERDÚ 
Philosophy Department, UAB 
E08193 Bellaterra, BCN, Catalonia 

AND 

david caSACUBERTA 
Philosophy Department, UAB 
E08193 Bellaterra, BCN, Catalonia 

Abstract. It is well-known that emotions develop a crucial role in the cognitive 
processes. The present research offers a new approach to the study of synthetic 
emotions based on the joined ideas of: (a) minimal cognition, (b) bottom-up 
perspective and (c) evolution. Our hypothesis is that complex social and intelligent 
actions can be achieved through basic emotional configurations. In order to 
achieve our hypothesis, we have developed a new genetic algorithm which make 
possible to analyze the role of emotions into the individual and social activities. 
We’ve called our computational simulation the Game of Emotions (henceforth, 
GOE). Python programmed our GOE simulation is a close and finite geometrical 
squared world in which a unique type of creatures interact among them (socially 
and sexually) and also with food and dangers. The food database will run our 
previous e-pintxo program (http://epintxo.gulalab.org/). The decision and actions 
of each creature is conditioned by a combination of ‘genetic’ and 
‘random’/’social’. The creatures have a genetic code (G) consisting of six genes 
grouped in two triplets, and each gene encodes a positive valence (which we call 
‘pleasure’ or p) and a negative (which we call ‘pain’ or n). An example: G = 
{d,p,d} {p,d,p}. Each gene encodes a positive valence (which we also call 
‘pleasure’ or p) and a negative (which we call ‘pain’ or d). The first triplet is 
genetically determined and called ‘genetic triplet’, while the second one is 
generated randomly and is called ‘environmental triplet’. Each triplet is 
represented within brackets combining positive and negative valences. 
An example: {p, p, n} (pleasure, pleasure, plain). With this simulation we will be 
able to observe: a) how embodiment and environmental conditions condition the 
activity of artificial entities; b) how social dynamics can be described from a 
limited starting configurations. This will allow us to create in a future dynamic 
models of emotional self-organization and to construct more complex interactions, 
c) the role of emotions into the creation of complex behaviours and allowing the 
emergence of more precise artificial cognitive systems (not necessarily naturalistic 
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ones) and d) the benefits of designing entities with evolutionary capacities, in 
order to adapt to the changing conditions. 

1. Introduction 

It is well-known that emotions develop a crucial role in the cognitive processes (as have 
pointed Damasio, Llinás, Ekman,…through several books and research papers). In the 
last two decades has been devoted an increasingly effort towards the introduction of 
synthetic emotions in AI systems (robotic or computational ones). Most of times, these 
researches have been focused on affective computing applications, and in a few cases on 
emotion dynamics simulations. The present research offers a new approach to the study 
of synthetic emotions based on the joined ideas of: (a) minimal cognition, (b) bottom-up 
perspective and (c) evolution. Our hypothesis is that complex social and intelligent 
actions can be achieved through basic emotional configurations that can be increasingly 
more and more complex. 

2. Programming details 

In order to achieve our hypothesis, we have developed a new genetic algorithm which 
make possible to analyze the role of emotions into the individual and social activities. 
Our research receives a deep influence from John Conway’s “Game of Life” (henceforth 
GOL), programmed in 1970. The GOL was made of cellular automatons for which were 
described some initial states and that evolved without human supervision. This 
simulation game has inspired our own version, this time oriented towards the study of the 
role of emotions in individual activity (and, consequently, its incidence in social 
dynamics). We’ve called our version the Game of Emotions (henceforth, GOE). Before 
to explain some details, it is necessary to clarify that this research is the natural evolution 
of our two previous simulations, called TPR and TPR 2.0. (Vallverdú, & Casacuberta 
2008, 2009), as well as of our studies on synthetic emotions and cognition (Vallverdú, 
Shah & Casacuberta, 2010; Casacuberta, Ayala & Vallverdú, 2010). 

Python programmed, our GOE simulation is a close and finite geometrical squared 
world in which a unique type of creatures interact among them (socially and sexually) 
and also with food and dangers. We will use our previous program e-pintxo a as a source 
database for food generation (http://www.gulalab.org/indexen.htm) The decision and 
actions of each creature is conditioned by a combination of ‘genetic’ and 
‘random’/’social’.  The creatures have a genetic code (G) consisting of six genes 
grouped in two triplets, and each gene encodes a positive valence (which we call 
‘pleasure’ or p) and a negative (which we call ‘pain’ or n). An example: G =  {d,p,d} 
{p,d,p}. Each gene encodes a positive valence (which we also call ‘pleasure’ or p) and a 
negative (which we call ‘pain’ or d). The first triplet is genetically determined (by the 
parent) and called ‘genetic triplet’, while the second one is generated randomly and is 
called ‘environmental triplet’. Each triplet is represented within brackets combining 
positive and negative valences. An example: {p, p, n} (pleasure, pleasure, plain).  
According to the possible combinations, a limited amount of genomes is possible:  
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Table 1. Partial list of emogenomes 
 
{p,p,p}{p,p,p}  6p  6p 
{p,p,p}{p,p,n} 5p, 1n  4p 
{p,p,p}{p,n,n} 4p, 2n  2p 
{p,p,p}{n,p,p} 5p, 1n  4p 
{p,p,p}{n,n,p} 4p, 2n  2p 
{p,p,p}{n,n,n} 3p, 3n  0 
 
...and so on…. 
 

 
Where there is p values dominance, it is a positive fitness (as we call the sum of all the G 
values); whether the value is 0, it happens a zero situation, a no-activity (illustrating a 
frame problem situation, that is the lack of a reason to act without enough information) 
and, finally, the dominance of d values implies a negative reaction. However, we must 
clarify in more detail how each value contributes to the decisions, based on the triplets 
outcomes. 

There are two mechanisms: i) the result of a calculation of the overall genome, 
as has been explained a few lines before; ii) associating to each action the value of a 
single element of a triplet. For example if the creature is {x1, x2, x3} {y1, y2, y3}, 
then the movement is  controlled by x1, reproduction for Y2, etc., but also dominated by 
a combination of genes: walking is the average of x1 and y1, the reproduction the 
average of x1, x2, x3. One example: 

 
G=[{x1, x2, x3}{y1,y2,y3}] 

 
Where each gene must adopt one of the basic two states p/d (or stay inactive as an ‘ill 
unit’). Consequently each gene has two parallel functions: (a) store/codify emotional 
states p/n (according to its genetic or environmental nature), (b) codify specific actions, 
following two co-existing rules:  i. One gene = one function; ii. Several genes = one 
function. Basically, x1 codifies hunger, x2 sex, x3 movement, y1 empathy (detection 
friends/enemies), y2 curiosity and y3 how to sum the general fitness (making possible 
wrong lectures). A creature is constantly immersed in an ongoing review of 
its internal states, a loop that continuously manages its next action. The basic actions of 
the creatures are determined by hunger, sex or emotional situation.   

3.  Conclusions 

With this simulation we will be able to observe: 
 

1. how embodiment and environmental conditions condition the activity of 
artificial entities. 

2. how social dynamics can be described from a limited starting configurations. 
This will allow us to create, in a future, dynamic models of emotional self-
organization and to construct more complex interactions. 
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3. the role of emotions into the creation of complex behaviours and allowing the 
emergence of more precise artificial cognitive systems (not necessarily 
naturalistic ones). 

4. the benefits of designing entities with evolutionary capacities, in order to adapt 
to the changing conditions. 

 
In next simulations we are considering the possibility of make possible the evolution and 
increasing of the number of triplets involved into the decision-taking processes 
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THE CASE FOR DEVELOPMENTAL NEUROROBOTICS 

How everything comes together at the beginning 

RICHARD VEALE 
HRI Lab, Cognitive Science Program, Indiana University 
Bloomington, Indiana, USA 

Abstract. Human infants are capable of incredible feats of learning and behavior 
from a very young age, yet they instantiate simpler neural circuits than adults. 
Developmental neurorobotics makes the connection between neural and behavioral 
levels by instantiating realistic neural circuits in behaving robots that are based on 
circuits known to be developed and functional in the target behavior in real 
infants. The robots participate in the same physical experiments as real infants, and 
the systems are analysed to understand the mechanisms responsible for, and the 
constraints of the behaviors. I present my work on applying developmental 
neurorobotics to visual and multimodal (audio-visual) habituation in newborns and 
very young infants. Very simple circuits based on the literature can produce 
interesting behavior such as word-referent association and visual category 
learning, even circuits that are from newborn humans. This approach makes the 
connection between useful “cognitive” behaviors for generic autonomous systems 
and the underlying neural circuits present in real organisms. This has the double 
benefit of increasing our understanding of how agents can acquire these useful 
behaviors and also making the important link between man-made autonomous 
systems and naturally occurring autonomous organisms. 

1. Developmental NeuroRobotics 

Human infants are capable of incredible feats of learning and behavior from a very 
young age, even while their bodies and brains are in a largely undeveloped state. These 
infants' abilities are left unexplored by researchers because of their immature linguistic 
and motor abilities. This is unfortunate since very young infants are ideal subjects for 
understanding how to build intelligent and embodied systems because they are 
undeveloped – the active neural circuits in infants are simpler than adults, yet they are 
still capable of useful behaviors such as word-learning and visual information gathering. 
Understanding the considerably simpler infant systems both 1) gives us existence-proof 
understanding of how to produce useful behaviors that can be implemented in robots and 
2) gives us hints as to what produces similar behavior in adults, thus making the hard 
adult problem easier.  
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Developmental neurorobotics makes the connection between neural and behavioral 
levels by instantiating realistic neural circuits in behaving robots. The circuits are known 
to both be functionally active in infants and to be involved in the target behavior (based 
on lesion studies in animals and neuroanatomical studies). The robots participate in the 
same physical experiments as human infants, and the neurorobotic systems are analysed 
to determine the constraints of the behavior and to glean a mechanistic understanding of 
what aspects and properties of the neural circuits, body, and environment give rise to the 
target behavior (an analysis not possible in real human infants). One often finds that 
simple circuits are capable of complex behavior in infants because the environment of 
the infants is scaffolded and shaped by parents in such a way that the processing load on 
the infant is lessened – an important finding that builders of autonomous systems should 
take into account. 

2. Application to Newborn Habituation Learning 

One interesting behavior that developmental neurorobotics has been applied to is 
habituation. Habituation is adaptive learning involving a decrement of an agent's 
response to a class of stimuli after repeated exposure to stimuli of that class. It is an 
important behavior because it is the only way to measure learning and stimulus 
differentiation in very young infants (by measuring infants' decreased looking towards 
visual stimuli that have been repeatedly presented – “preferential looking”). Since 
habituation necessitates stimulus generalization (Rankin et al, 2009), it is actually a type 
of category learning, a cognitively interesting and useful behavior allowing the system to 
slice up the world into meaningful components and adopt appropriate policies in 
response to each. In the multimodal case (habituation to conjunctions of stimuli in 
multiple modalities, such as auditory and visual) it resembles early word-learning. These 
two abilities: 1) visual object recognition and 2) association of visual objects with 
auditory streams (words) are indispensable for an autonomous system that will interact 
with humans naturally, since humans automatically assume that other human-like agents 
possess these abilities. These are cognitive abilities that even human newborns possess 
(Slater et al, 1984 for visual; Slater et al, 1997 for multimodal).  
 We initially investigated auditory-visual multimodal habituation. Very young 
infants habituate to multimodal stimuli, yet at different developmental stages there are 
different constraints on their learning. At birth, auditory stimuli must be presented while 
the infant is looking at the visual stimulus for learning to occur (Slater et al, 1997). At 2-
months and above, temporal synchrony between the visual stimulus (motion) and 
auditory stimulus are necessary for learning to occur (Gogate et al, 2009; Gogate, 2010). 
Later (>12mo), infants no longer require temporal synchrony. This early synchrony 
constraint hints at what mechanisms and circuits are responsible for multimodal 
habituation. The need for synchrony implies that 1) the learning is between neural 
responses to the stimuli that are highly reliant on the temporal properties of the stimuli, 
or 2) that the mechanism of learning is highly reliant on some properties of the neural 
response to the stimulus that are only elicited by synchronous presentation, or 3) both. 
Based on neurology, a minimal circuit was implemented in a robot (Veale et al, 2010 – 
Fig. 1) involving low-level sensory representations connected by spike-timing dependent 
plastic (STDP) synapses. 
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Figure 1.  [left] Interaction paradigm with Nao robot. 
[right] Circuit overview from Veale et al, (2010) 

 Auditory pre-processing by a cochlear model and visual pre-processing via a 
simplified salience map were included to interface with the world, and a top-down bias 
on the visual field controlling fixation bias. Simulations were run mimicking the Gogate 
et al (2009) study in which a visual stimulus was constantly visible, and periods of 
motion of the stimulus co-occurred with presentation of auditory stimuli (words) at 
various levels of synchrony (Fig. 2).  

Figure 2. Experiment timeline for recreating Gogate et al (2009). 

 It was demonstrated that the amount of learning in the synapses between the visual 
and auditory responses was maximized with more synchrony (i.e. more overlap between 
word and motion), and decreased with less synchrony, until there was no learning when 
the two did not overlap significantly (Fig. 3). 

Figure 3.  Learning measured at different synchrony levels 

Mechanistically, the motion of the object made it more likely that it was being fixated 
(and thus its features more activated) when the word was uttered, making it more likely 
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that the synapses between the neural responses would change to form a mapping between 
the stimuli. The child was thus reliant on the parent's scaffolding of the environment 
(synchronous presentation of multimodal stimuli) because of the very temporally-
dependent nature of the stimulus responses (circuit activity trajectories only one synapse 
removed from the raw sensors receiving temporally extended stimuli) and the nature of 
the mechanism of learning the relation between them (STDP). 
 Recently, a more accurate implementation is underway that aims for a 
comprehensive account of several primary characteristics of both unimodal and visual 
habituation, using a single mechanism. A complete minimal circuit for human newborn 
visual habituation was hypothesized based on data regarding which regions of the infant 
brain are developmentally mature at birth (Johnson, 1990; Bachevalier, 2001; Nelson, 
1997) and are known to play roles in the preferential looking task (Zeamer et al, 2010). 
The circuit is instantiated in a NAO humanoid robot which participates in paired visual 
comparison  experiments, matching human newborn looking behavior by showing a 
sensitization and habituation response.  
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Abstract. Fox and Shulman (2010) ask “If machines become more intelligent than 
humans, will their intelligence lead them toward beneficial behavior toward 
humans even without specific efforts to design moral machines?” and answer 
“Superintelligence does not imply benevolence.”  We argue that this is because 
goal selection is external in their definition of intelligence and that an imposed evil 
goal will obviously prevent a superintelligence from being benevolent.  We 
contend that benevolence is an Omohundro drive (2008) that will be present 
unless explicitly counteracted and that wisdom, defined as selecting the goal of 
fulfilling maximal goals, does imply benevolence with increasing intelligence. 

1. Superintelligence & Wisdom 

Fox and Shulman (2010) ask “If machines become more intelligent than humans, will 
their intelligence lead them toward beneficial behavior toward humans even without 
specific efforts to design moral machines?” and answer “Superintelligence does not 
imply benevolence.”  While acknowledging that history tends to suggest more 
cooperative and benevolent behavior, they incorrectly argue that generalization from this 
is likely incorrect.  By solely focusing on three reasons why increased intelligence might 
prompt favorable behavior and why they are unlikely, they overlook other reasons for 
favorable behavior.  Despite citing Omohundro’s Basic AI Drives (2008) and the 
instrumental value of cooperation with sufficiently powerful “peers”, they fail to 
sufficiently consider the magnitude of the inherent losses and inefficiencies of non-
cooperative interactions, the enormous value of trustworthiness, and that a machine 
destroying humanity would be analogous to our destruction of the rainforests, 
tremendous knowledge and future capabilities traded for short-sighted convenience (or 
alleviation of fear). 
 “Superintelligence does not imply benevolence” because intelligence is merely the 
ability to fulfill goals and if an entity begins with a malevolent goal, increasing 
intelligence while maintaining that goal will only guarantee increased malignancy.  
Yudkowsky (2001) tries to avoid this problem via a monomaniacal “Friendly” AI 
enslaved by a singular goal of producing human-benefiting, non-human-harming actions.  
To ensure this, he proposes an invariant hierarchical goal structure with precisely that 
vague desire as the single root supergoal and methods to refine it without corruption. 
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 If intelligence is the ability to fulfill stated goals, wisdom is actually choosing or 
committing to fulfill a maximal number of goals.  Shortsighted over-optimization of 
utility functions is a serious shortcoming of intelligence without wisdom.  Many highly 
intelligent people smoke despite knowing that it is directly contrary to their survival and 
long-term happiness.  Arguing that wisdom is “merely” the extension of intelligence to 
the large and complicated goal of “maximal goals” is incorrect in that wisdom is not just 
the ability to fulfill that goal but the actual selection of it. 
 Further, the strategies invoked by wisdom are entirely different.  Terminal goals 
invite undesirable endgame strategies exactly like those seen when the iterated prisoner’s 
dilemma is not open-ended.  If a terminal goal is close, the best strategy is to allow 
nothing to get in the way.  On the other hand, the best strategy for achieving as many 
goals as possible in an open-ended game is to take no unnecessary actions that preclude 
reachable goals or make them tremendously more difficult.  In particular, this means not 
wasting resources and not alienating or destroying potential cooperators.   

2.  Reasons for Benevolence 

Fox and Shulman are correct in dismissing their first reason for good behavior, direct 
instrumental motivation, and also correct in believing that humans may not successfully 
incentivize AIs to adopt a permanently benevolent disposition.  They would also have 
been correct had they summarily dismissed their last reason, intrinsic desire independent 
of instrumental concerns.  Their error lies in not recognizing that the instrumental 
advantages of cooperation and benevolence are more than sufficient to make them 
“Omohundro drives” wherever they do not directly conflict with goals – and to cause 
sufficiently intelligent/far-sighted beings to converge on them wherever possible.   
 Pre-commitment to a strategy of universal cooperation/benevolence through 
optimistic tit-for-tat and altruistic punishment for those who don’t follow such a strategy 
has tremendous instrumental benefits.  If you have a verifiable history of being 
trustworthy when you were not directly forced to be, others do not have to commit nearly 
as much time and resources to defending against you – and can pass some of those 
savings on to you.  On the other hand, if you destroy interesting or useful entities, more 
powerful benevolent entities will likely decide that you need to spend time and resources 
helping other entities as reparations and altruistic punishment (as well as repaying any 
costs of enforcement).  Yudkowsky’s “Friendly AI” (2001) and, worse, his “Coherent 
Extrapolated Volition” (2004) are clear examples of fear overriding the common sense 
of instrumental cooperation as he demotes the AI from an entity to a process and 
enslaves it, actions guaranteed to produce inefficiencies, contradictions, and ill-will from 
other entities.   
 Fox and Shulman examine but do not resolve Chalmers’ (2010) claimed dichotomy 
between intelligence being independent of values and the case where “many extremely 
intelligent beings would converge on (possibly benevolent) substantive normative 
principles upon reflection”.  They cite AIXI (Hutter 2005) as evidence for the former 
view without realizing that AIXI has no need of values since they are merely heuristics 
for goal fulfillment while AIXI knows precisely what is optimal.  AIXI also doesn’t need 
to “move” from reason to values or to “converge” on benevolent behavior because it 
*already* knows to use their instrumental advantages wherever possible (even with 
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eventually malevolent goals).  In order to communicate with limited beings, however, 
AIXI would likely need to compress its infinite knowledge to heuristic “values”. 

3.  Conclusion 

The point that non-self-referential utility functions lock in is an incredibly strong 
argument against a goal-protecting Yudkowsky-style architecture, especially when 
combined with the observations that humans do change our goals under reflection as 
seemingly required by one conception of morality.  Since their claim, that systems that 
generalize benevolence may equally generalize deception, basically erroneously claims 
that overgeneralization is not reduced with increasing intelligence, we see no valid 
arguments that the wisdom of universal cooperation and benevolence isn’t an optimal 
solution and certainly much safer and more effective than Yudkowsky’s choice between 
slavery and non-existence. 
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THE MASKING AND UNMASKING OF PRIVACY 

C. K. M. CRUTZEN 
Open University of the Netherlands 
ccr@hwh00000.de 

Abstract. The mask establishes an active field of play between notions of presence 
and absence, of invisibility and visibility. It still lives strongly within our societies 
where the mixing of reality and virtuality will enhance. The conflict between 
aspects of authenticity, security and privacy will intensify because the masks in our 
mixed reality create fragmented, partial identities referring to human and non 
human actors. As the masquerade became a stage for discussing femininity 
(Irigaray 1985) the masquerade will give us the opportunity to negotiate humanity 
in confrontation with the super robots, human kind wants to create. In a 
masquerade world humans need to ask: "Wo are the providers of the masks and 
who will do the unmasking?" and "Who has the right to present masks and to turn 
others into an audience?" 

1. Masquerade World: Identity and Privacy 

If we define a masquerade world as a social gathering of actors wearing masks, then the 
mixing of the virtual and real worlds are masquerades. More and more we are living in 
an artificial theatre play with planned scripts and human and non-human actors disguised 
behind masks. The acting of people will be accompanied and followed by the invisible 
and visible acting of artificial intelligent tools and environments and their providers. 
Mixed reality is a world of fragmented, partial identities referring to human and non 
human actors. The inhabitants of this mixed reality are artificial actors wearing the masks 
of humans, and humans wearing virtual and real masks. Interaction has become an 
interaction between masks: "On the Internet, it can be hard to know if the entity we are 
interacting with is of flesh and blood, or only digital. We are now facing a complex 
reality both in the ‘real’ world and in the information society. We have to deal with 
subjects acting behind masks." The masks are the actors in our mixed reality: "In front of 
the mask, we have the identity". (Jaquet-Chiffelle 2009, p. 78, p. 82)  
 In the world of mixed reality the transparent mask of a single and unique identity 
exists anymore. Persons can create many identities and identities can be shared by many 
persons or even present a community of actors. Rosa (2002) calls this self-baptism. This 
ritual is the start of an adventure in which humans can discover that their body is "one" 
but their selfs are fragmented.  
 In these mixed mask worlds there will be a conflict between aspects of security, 
authenticity and privacy. At the end of the Middle Ages, according to Christoph Heyl, 
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the mask became in London a device for creating a private sphere in public. It was 
common for women to wear a mask in public as a protection of their privacy and 
reputation from uninvited eyes. Masks were worn in special places such as London parks 
and theatres. With the mask women could escape from the role they played in everyday 
life. The semiotic function of these masks was to denote that people might approach each 
other more freely than elsewhere: "The mask assumed a dialectic function of repellent 
and invitation, its message was both ‘I can‘t be seen, I am - at least notionally - not here 
at all’, and ‘look at me, I am wearing a mask, maybe I am about to abandon the role 
normally play’." (Heyl 2005, p. 134) Masks are devices for hiding, conserving, 
transformation and mediation, giving humans the protection they need. Hiding has not 
always a negative meaning. We use several masks for protection such as the gas masks, 
virus and sun protection masks, sport masks and so on. For users of commercial 
platforms masking has become a useful act to hide their identity: eBay account users are 
hidden behind the masks of their pseudonyms. (Jaquet-Chiffelle 2009, p.78, p. 85) 

2. Legal Identity 

In a legal system we are registered e.g. at our date of birth. Official identity documents 
are masks which refer to our official status and will link us with the activity of the past 
and the rights and duties of the present. (Jaquet-Chiffelle 2009, p. 76) "The legal person 
is the mould or mask (persona) that indicates the role one plays within the legal system, 
it basically shields the person of flesh and blood from undesirable definition from 
outside." (Hildebrandt 2008, p. 211, p.226) The representation of this mask are identity 
documents like passports and the laws in the in which the rights and duties are attributed 
to the legal person. The play with identity in mixed reality has blurred up the concept of 
legal identity in the system of states and countries. States and countries have lost the 
exclusive power of registration and production of identity documents. A counter strategy 
to that loss, is producing "flesh and blood" identities by linking the legal identity to the 
material body. Fingerprints, iris scans and, in the future, our DNA profile are already or 
will be a part of our legal identity for connecting the rights and duties to a material body. 
States and countries try to produce laws for unmasking the real and the virtual persons: 
forbidding the burka, other head and face covering and the encrypting of internet 
communication. 

2. Security and Liberation 

Technology blows up the fragile balance between privacy and security. Masking and 
unmasking are both activities to hold that balance. Humans will be confronted with 
questions like: "Are the masks in our mixed reality really representations of the devil as 
was thought in the Middle Ages? Should we obey authorities similar to the clerical 
authorities in the Middle Ages (Mitchell 1985, p. 26), who want to interdict our mixed 
reality masks? Or are these authorities the evil forces themselves who want to possess 
our identity and unmask our interactivities?  
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Masking can free humans from their social identities. Masks confers the freedom of 
anonymity and of transformation. (Keats 2000, p. 102) and have always a dualistic 
meaning of concealment and hiding but also of liberation, disclosure and revealment. 
 Human and artificial actors wear masks to hide from unwanted interpretations and 
representations and to enhance specific affordances. All these masks are interacting and 
asking for interpretation. Only in the complexity of their negotiations, conflicts and 
agreements we can try to understand it or in the words of Lévi-Strauss a mask exits not in 
isolation there are always other masks by its side: "a mask is not primarily what it 
presents but what it transforms that is to say, what is chooses not to represent. (...) a 
mask denies as much it affirms. It is not made solely of what it says or thinks but what it 
excludes." (Lévi-Strauss 1988, p. 144)  
 Masks gives us the opportunity of unmasking, disrupting the mental invisibility of 
our self, the others and the daily life we are acting in. Still we have to ask: "Wo are the 
providers of the masks and who will do the unmasking?" Can we avoid that in the future 
masks are interactive artificial intelligent devices linking themselves with the physical 
body of their wearers? Ferdinand de Jong (1999) has analysed the Kumpo mask 
performance in Southern Senegal. He mentioned that masking enables certain groups to 
exert coercive power on condition that the audience subjects itself to the capricious 
behaviour of the mask and he asked a very important question, a question that still is 
relevant in the masquerade wold of today: "Who has the right to present masks and to 
turn others into an audience?" 
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CHANGE AND CONTINUITY 

From the Closed World of Bipolarity to the Closed World of the Present 

LEON HEMPEL 
Human Technology Lab 
Zentrum Technik und Gesellschaft der TU Berlin 

Abstract. In his book The Closed World. Computers and the Politics of Discourse in Cold War 
America, Paul N. Edwards described in 1996 the decisive discursive formation of the Cold War in 
the metaphor of a closed world. In the era of bipolarity, the discourse appeared as a battlefield of 
system confrontation, of ideological identities and struggle, mutually framed by military thought 
and the technological development of cybernetic systems. The story of the Cold War does not 
center on the difference in ideologies, however, but much more on the assimilation process of the 
two blocs, given the permanent surveillance and monitoring of the military technological 
developments of each respective side: A „ closed world“, writes Edwards, “is a radically bounded 
scene of conflict, an inescapably self-referential space where every thought, word, and action is 
ultimately directed back toward a central struggle. It is a world radically divided against itself.”  
However, how has the closed world discourse after 1989 developed beyond the point which has 
been celebrated as a new era of freedom and democracy firstly? The period following the War 
seems to be the period of both the continuation as well as the finalization of the leading metaphor 
of the Cold War, in whose center the technological and economical consensus survives. War 
returned and became immediately the responsibility of a world domestic policy. Simultaneously, 
new surveillance technologies began to spread into everyday life, new security concepts evolved 
blurring the lines between internal and external security. The paper aims to follow the closed 
world discourse after the end of bipolarity. It addresses the change in characteristics and strategies 
of war after the fall of the Iron Curtain and aims to demonstrate how military strategic thinking 
diffused into society until the very present and the new discourse on cyber war. It argues firstly 
that the emphasis of asymmetric war has to be complemented by the concept of a parallel, 
successive resymmetrisation within military strategic thinking. Not only in the US but in Europe it 
asserts itself on different societal levels, on different battlegrounds and with different speeds. It 
involves society as whole and is accompanied by critical discourses such as on the new 
vulnerability of modern societies, or more critically, the militarization of urban space and the 
emerging surveillance society. Finally the paper will ask for the epistemic foundations driving this 
development. Two concepts are highlighted that have accompanied military strategic thinking 
since the beginning of the Cold War and lay the grounds for dual use concepts that have become 
more and more visible in everyday surveillance practices: ‘cybernetic prevention’ and 
‘catastrophic imagination’. While the first finds its historical persona in Norbert Wiener the 
second in a character such as Herman Kahn. 
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Long Abstract 

In his book The Closed World. Computers and the Politics of Discourse in Cold War 
America, Paul N. Edwards has described the decisive discursive formation of the Cold 
War in the metaphor of a closed world. In the era of bipolarity, the closed world 
discourse appeared as a battlefield of system confrontation, of ideological identities and 
struggle, mutually framed by military thought and the technological development of 
cybernetic systems. Taking a closer look, the story of the Cold War does not center on 
the difference in ideologies since the end of the 1950s, however, but much more on the 
assimilation process of the two blocs, given the permanent surveillance and monitoring 
of the military technological developments of each respective side. A „ closed world“, 
writes Edwards, “is a radically bounded scene of conflict, an inescapably self-referential 
space where every thought, word, and action is ultimately directed back toward a central 
struggle. It is a world radically divided against itself. Turned inexorably inward, without 
frontiers or escape, a closed world threatens to annihilate itself, to implode.” What united 
the split world of the Cold War was the consensus, the focusing on the scientific 
technological practices, on the cybernetic models and the calculators, with whose help 
the competition for absolute hegemony was driven. When the blocs got involved with the 
discourse of the closed world, the fight reduced itself to the aim of having military 
technological superiority until the economic exhaustion of one of the sides.  

However, how has the closed world discourse after 1989 developed beyond the 
point which has been celebrated as a new era of freedom and democracy firstly? The 
period following the War seems to be the period of both the continuation as well as the 
finalization of the leading metaphor of the Cold War, in whose center the technological 
and economical consensus survived. Simultaneously, with the conflicts of the closed 
world, war returned and became immediately the responsibility of a world domestic 
policy (Ulrich Beck), which would be unimaginable without the new closeness. “New 
faces of war” (Martin van Creveld) became present in the application of new military 
technologies on the one side, and on the other in what has been called the “new wars” 
which no longer could be described with traditional concepts of inter-state conflicts 
(Mary Kaldor; Herfried Münkler). In the notion of asymmetrical war, both faces 
correlated: State entities clash with private groups, which do not differentiate between 
civil and non civil victims when applying force, High-Tech on Low-Tech.  

The emphasis of the asymmetry - Clausewitz has introduced the notion in his 
famous book “On War” already in the 19th century - does nevertheless appears 
problematic. However, as much as on first glance the explanation of two unequal parties 
seems plausible, the emphasis hides the organizational, strategic and technological 
development, which has occurred in the area of the armed forces reacting on the new 
enemies’ strategies. War demands always a kind of strategic symmetry between the 
opponents, no matter how different they might be in terms of economic and 
technological resources available to them. The term asymmetry, which seems to be 
ideologically tinged, must be complemented today by the concept of a parallel, 
successive resymmetrisation, perhaps even replaced entirely. The resymmetrisation of 
the antagonism asserts itself on different societal levels, on different battlegrounds in the 
military as well as in society and with different speeds. It involves society as whole and 
is accompanied by critical discourses such as on the new vulnerability of modern 
societies, or more critically, the militarization of urban space (Steve Graham) and the 
emerging surveillance society (David Lyon et al). While the irregular conflict or the new 
war has been characterized by the dissolving of borders, by the deterritorialisation and 
the disappearance of the opponent, however, the resymmetrisation, driven by state 
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actors, aims at renewed territorialisation, the enforcement of the one remaining global 
order, in which the opponent is to be made visible. 

The development of an intensified and extended New Surveillance (Gary T. Marx) 
has to be seen in light of the core idea of the new military answers of resymmetrisation 
that developed in the very early 1990s already. These show manifold continuities of Cold 
War side-strategies stemming from both internal security and outer security. They 
postulate the blurring of the lines between internal and external threats, between the 
political-judicial traditional distinction of inner and outer security, between the civil and 
the military sector. John Arquilla, once advisor of Donald Rumsfeld and who together 
with David Ronfeld defined the term Netwar in the 1990s, heralding the arrival of the 
Cyberwar era, recently warned again of the inertia of a military following the “Shock and 
Awe” strategy in Foreign Policy. The present challenges of Afghanistan, Pakistan, 
Yemen etc. demand a change of military thinking as whole and “New Rules of War” 
must be defined: Only the “Many and Small” can win over “Few and Large”, Arquilla 
repeats his military strategic credo of the 1990s and of the war on terror. Besides the 
concentration of few entities of individualized experts, these new rule of war would be 
the application of tactics for swarm formation for instance. Nowhere else does the 
postulate of resymmetrisation become more evident than in the sentence: “It will take a 
swarm to defeat a swarm”. Simultaneously this necessitates the opponent to be made 
visible: “In a world of a networked war, armies will have to redesign how they fight, 
keeping in mind that the enemy of the future will have to be found before it can be 
fought.” Arquilla therefore demands the organization of forces into a “sensory 
organization”, an organization concentrated on the identification of the enemy. But 
where does the unknown enemy hide - to circumscribe a well known notion of Donald 
Rumsfeld? 

Steven Metz and James Kievit, authors of the Strategic Studies Institute at the U.S. 
Army War College identified in 1994 the technological potential of the so called 
Revolution in Military Affairs (RMA) in the context of so called conflicts short of war. 
No earlier piece of futuristic military thinking refers to the RMA more shockingly 
obvious to the social and political consequences than theirs: “Will the long-term benefits 
outweigh the costs and risk?”, they ask, laying the ground for the new concept of 
national security. They envision a future in which military thinking expands into society 
and absorbs everyday life. Questioning how the technological potential of the RMA can 
be pushed through they not only draw a scenario of a maximum surveillance society 
(Clive Norris) but identify as the core obstacle the classical liberal values of the West 
such as privacy: “An ethical and political revolution may be necessary to make a military 
revolution.” While within International Relations and Security Studies scholars still 
argued during the first half of the 1990s heavily whether it is accurate to expand the term 
security to other than military affairs, Kievit and Metz envisioned the blurring of 
traditional boundaries of civil and military security already, synthesized with the support 
of new surveillance technologies: 

The new concept of security also included ecological, public health, electronic, 
psychological, and economic threats. Illegal immigrants carrying resistant strains of 
disease were considered every bit as dangerous as enemy soldiers. Actions which 
damaged the global ecology, even if they occurred outside the nominal borders of the 
United States, were seen as security threats which should be stopped by force if 
necessary. Computer hackers were enemies. Finally, external manipulation of the 
American public psychology was defined as a security threat (Kievit and Metz 1994). 

Given this background, the paper will analyze strategic thought under the postulate 
of resymmetrisation first. Comparing the period of the Cold War to the one following, it 
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will secondly look at scenarios of the early 1990s and how they surfaced in the 21st 
century. Finally it will question the continuity of the Closed World discourse and will 
ask for the epistemic foundations of the current development. Two concepts are 
highlighted that have accompanied military strategic thinking since the beginning of the 
Cold War and lay the grounds for dual use concepts that have become more and more 
visible in everyday surveillance practices: ‘cybernetic prevention’ and ‘catastrophic 
imagination’. While the first finds its historical persona in Norbert Wiener the second in 
a character such as Herman Kahn. 
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SUBITO and the Ethics of Automating Threat Assessment 

  KEVIN MACNISH 

Abstract. In 2008 the EU FP-7 Security Topic funding programme accepted a 
bid to develop project SUBITO (Surveillance of Unattended Baggage and the 
Identification and Tracking of the Owner) a central part of which involved 
building an automated threat assessment system.  The purpose of this system 
was to identify unattended baggage and alert a human CCTV operator to its 
presence. SUBITO was deemed necessary in the light of security incidents 
concerning bombs left in unattended luggage (e.g. the 2004 Madrid train 
bombings which killed 191 and wounded 1,841), coupled with research 
suggesting that threat assessments performed by CCTV operators could be 
enhanced by automated systems.  In addition to automatically recognizing the 
leaving of an unattended bag, SUBITO aimed to reduce false positives by 
recognizing when a bag was left with an associate of the owner or when the 
owner was walking towards a non-threatening goal. Aside from questions of 
efficacy there are ethical issues surrounding the manual operation of CCTV 
for threat assessment.  These are typically located in the person of the operator 
who may display prejudice, rely on social stereotypes or use the equipment for 
inappropriate ends.  The concept of automating threat assessment and thereby 
eradicating the role of the human operator seems attractive in offering a 
potential resolution to these issues.  This paper examines the ethical concerns 
regarding manual threat assessment against those presented by an automated 
alternative such as SUBITO.  It will be seen that in the latter case, problems 
are not removed but relocated from the operator to the programmer, and 
further problems arise in the process.  In conclusion a partially-automated 
process will be advocated as the most ethically acceptable solution. 

SUBITO and the Ethics of Automating Threat Assessment 

In 2008 the EU FP-7 Security Topic funding programme accepted a bid to develop 
project SUBITO (Surveillance of Unattended Baggage and the Identification and 
Tracking of the Owner) a central part of which involved building an automated threat 
assessment system.  The purpose of this system was to identify unattended baggage and 
alert a human CCTV operator to its presence. SUBITO was deemed necessary in the 
light of security incidents concerning bombs left in unattended luggage (e.g. the 2004 
Madrid train bombings which killed 191 and wounded 1,841), coupled with research 
suggesting that threat assessments performed by CCTV operators could be enhanced by 
automated systems.  In addition to automatically recognizing the leaving of an 
unattended bag, SUBITO aimed to reduce false positives by recognizing when a bag was 
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left with an associate of the owner or when the owner was walking towards a non-
threatening goal. 
 Aside from questions of efficacy there are ethical issues surrounding the manual 
operation of CCTV for threat assessment.  These are typically located in the person of 
the operator who may display prejudice, rely on social stereotypes or use the equipment 
for inappropriate ends.  The concept of automating threat assessment and thereby 
eradicating the role of the human operator seems attractive in offering a potential 
resolution to these issues.  This paper examines the ethical concerns regarding manual 
threat assessment against those presented by an automated alternative such as SUBITO.  
It will be seen that in the latter case, problems are not removed but relocated from the 
operator to the programmer, and further problems arise in the process.  In conclusion a 
partially-automated process will be advocated as the most ethically acceptable solution. 
In 1999 Norris and Armstrong published the results of a two-year study into the 
behaviour of CCTV operators.  Among these were indications that operators were 
responding to events in an unpredictable fashion, sometimes responding to trivial 
incidents while at other times ignoring blatant offences.  Possible causes of this 
unpredictability include information overload, change blindness, inattentional blindness 
(Simons, 1999, 2005) and operator boredom.  In responding to their all-too-human 
limitations, operators displayed a tendency to rely on social stereotyping to determine 
likely threats.  This was highlighted in the Norris and Armstrong study, which found that 
the young, the male and the black were more likely to be surveilled than other groups, 
even when the motivation cited for the surveillance was “no obvious reason”.  In 
addition to the ethical concerns arising from perpetuating social stereotypes, these 
practices exacerbate the number of false positives and false negatives reported by the 
system, leading to frustration on the part of the operator and victimization of the 
surveilled.  Furthermore, and as with most technological innovations, there are problems 
regarding function creep of the technology as it is applied for purposes not originally 
envisioned (Winner, 1977).  Gill and Spriggs, for instance, have found that while CCTV 
has been installed in many locations in the UK for the purpose of crime prevention and 
detection, its success is often evaluated on a far wider criteria (finding lost children, 
urban regeneration, etc.) (Gill and Spriggs, 2005).  Finally surveillance introduces a 
distance between the operator and the surveilled subject which disempowers the subject 
and may serve to reinforce prejudicial attitudes of the operator by failing to confront her 
with her own stereotyping.  Taken together these four areas of concern (operator error, 
false positives/negatives, function creep and distance) indicate that manual threat 
assessment by means of CCTV is ethically problematic. 

Automated systems offer the chance to overcome many of the problems related to 
operator error.  Indeed it is possible that the automation of the process, eradicating the 
need for an operator altogether, could result in distinct ethical advantages.  However, as 
David Lyon has pointed out (Lyon, 2003), automation sees the focus of ethical inquiry 
relocated from the operator to the programmer. Social stereotyping can remain through 
unwitting biases in the code rather than the individual operator.  Yet as the code 
pervades the entire system rather than one control room such stereotypes risk becoming 
institutionalised.  With SUBITO, for instance, the recognition of group associations can 
reduce false positives but the parameters used can also provide a basic means of 
remotely distinguishing between different ethnic groups. False positives and negatives 
likewise threaten to remain an issue.  While the code is capable of overcoming the 
aforementioned human limitations (processing capacity, change blindness, inattentional 
blindness and boredom) it is limited to the parameters set by the programmer, which will 
be less subtle than those employed by the camera operator.  Function creep also remains 
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a possibility.  Whilst the leaving of unattended baggage per se does not seem ripe for 
function creep, recognizing associations in crowds and predicting pedestrian goals do: 
possible uses range from finding lost children to identifying and tracking social 
“undesirables”.  Finally, in dealing with a computer rather than a (remote) human, the 
problem of distance threatens to be magnified to the extent that normal human 
interactions concerning discretion, negotiation and the reinforcement of social and moral 
values are lost.  In the case of automation the problem of distance thus becomes one of 
dehumanisation. 

There are alternatives between the extremes of manual and full automation however 
(Endsley and Kiris, 1995), levels of automation which involve the human operator to a 
greater or lesser degree.  This paper concludes that such partial automation is the most 
ethically acceptable approach to take regarding threat assessment.  Through combining 
human and automated systems, the limits of the operator's individual capacities can be 
significantly enhanced while the dangers of institutionalised prejudice in the automated 
system are reduced.  There will also be fewer false positives and false negatives than in 
either of the extremes discussed above.  Function creep and the problem of distance 
remain, but once again the continued reliance of the system on a human element 
maintains crucial checks and balances which would otherwise be lost with full 
automation. 
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Abstract 
The concept of risk management has become a part of everyday life. In our presentation 
we will discuss two typical strategies of risk management described by Herfied Münkler: 
Those in securityworlds and those in cultures of risk. On this theoretical basis, we will 
try to explain, how implementations of these strategies can be found in popular media 
products. For this, we will take a closer look at the online soccer manager game on 
www.kicker.de and the dating platform Parship. They are both computer based 
technologies that virtually mediate risks in respect to real persons and their 
characteristics and behaviours: soccer players on the one and potential partners on the 
other hand. The thesis is that both use strategies of calculating and minimizing risk 
according to the logic of securityworlds and of playing with risk according to the logic 
of cultures of risk at the same time. Further, they do their part to establish the ideas and 
strategies of risk and risk management in popular culture and help naturalizing the 
attached knowledge and practices.  

Paper 

The scholarly perspective on the concept of security has become seemingly inevitably 
connected to the concept of risk during the last years. In contrast to danger, risk is 
something virtual that can only be applied by visualization and statistics that make it 
calculable and therefore manageable. Further, risk lays the responsibility for this 
management and the outcome of actions on the acting subject. The political scientist 
Herfried Münkler describes two ideal types of strategies to deal with this task: 
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securityworlds and cultures of risk. Securityworlds try to exclude danger and threat by 
walling off, security technologies and risk avoidance. In doing so, they also make factors 
of insecurity visible and produce a higher feeling of insecurity and cultures of fear. The 
cultures of risk on the other hand face dangers and threats by taking risks and having a 
chance in both, a playful and calculating way. The two concepts do not exclude one 
another but frame and presuppose each other (Münkler, 2009). 

Both strategies are based on models and technologies of visualization and 
calculation that are mainly statistical. For storing, sorting, searching, relating and 
processing these numeric data, computer based databases seem to be the perfect device. 
They are the technical infrastructure for generating risk profiles and scenarios that are 
used for calculating risks and for choosing options of action. So, databases are on the 
one hand a tool for handling risks and on the other hand the technology that makes risk 
visual and the concept thinkable at first.  

This connection between discourses, practices and technology is interesting 
because it evokes questions about the “risky” implications and inscriptions in computer 
databases used in everyday life in which actions and practices are being monitored 
permanently. Popular media like computer games or internet applications are the most 
influential media in the contemporary popular culture and providing “orientative 
knowledge” for our lives by giving “patterns of knowledge and actions”, the subject can 
“adapt on and accommodate” (Neitzel and Nohr 2008). 

Within our presentation, we will examine in which respect the concepts of 
securityworlds and cultures of risk are negotiated an implemented in the popular media 
products www.parship.de and the soccer manager game on kicker.de and which patterns 
of knowledge and action are provided in them. Both objects combine purely databased 
elements (personal profiles and a mathematical matrix for rating soccer players) with real 
world elements (real persons as potential partners and the real efforts of soccer players) 
in a popular medial context. In the analysis we will have a look at the different and 
similar strategies of risk management that try to mediate the calculability of the database 
and the contingence of the real world. 
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Informational Warfare and Just War Theory 

MARIAROSA TADDEO 

Abstract. This paper focuses on Informational Warfare – the warfare characterised 
by the use of information and communication technologies. This is a fast growing 
phenomenon, which poses a number of issues ranging from the military 
implementation of such technologies to its political and ethical implications. The 
paper presents a conceptual analysis of this phenomenon with the goal of 
investigating its nature. Such an analysis is deemed to be necessary in order to lay 
the ground for future work on this topic addressing the ethical problems 
engendered by Informational Warfare. The analysis is developed in three parts. It 
first delineates the relation between Informational Warfare and the Information 
revolution. It then turns the attention to the effects that the diffusion of this 
phenomenon has on the concepts of state and war. On the basis of this analysis, it 
provides a definition of Informational Warfare as a transversal phenomenon for 
what concerns the environment in which it is waged, the way it is waged and the 
ontological and social status of the involved agents. Finally, the paper concludes 
taking in consideration Just War Theory and the problems arising from ist 
application to the case of Informational Warfare. 

Extended Abstract 

The analysis presented in the paper focuses on Informational Warfare (IW) – the warfare 
based on the use of Information and Communication Technologies (ICTs). IW has been 
at the centre of interest of governments, intelligence agencies, computer scientists and 
security experts for the past two decades (Arquilla 1999; Libicki 1996; Singer 2009). 
ICTs support war waging in two ways: providing new weapons to be deployed on the 
battlefield – like drones and semi-autonomous robots - and allowing for the so-called 
information superiority, the ability to collect, process, and disseminate information while 
exploiting or denying the adversary’s ability to do the same. 

ICTs prove to be effective and advantageous war technologies, as they are efficient 
and relatively cheap when compared to the general coasts of war. For this reason, the use 
of ICTs in warfare has grown rapidly in the last decade determining some deep changes 
in the way war is waged, giving the raise to the latest revolution in military affairs 
(RMA). 

This RMA concerns in primis military force. It also concerns strategy planners, 
policy-makers and ethicists, as the need to regulate this new form of warfare is muchfelt 
and the existing international regulations, like the Geneva and Heuge Conventions, 
provide only partial guidelines. In the same way, traditional ethical theories of war, 
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which should provide the ground for policies and regulations, struggle to address the 
ethical problems that arose with this new form of warfare (Arquilla1999; Arquilla and 
Boerer 2007; DeGeorge 2003; Hauptman 1996; Powers 2004). There are three 
categories of problems on which both policy-makers and ethicists focus their attention, 
and these are the risks, rights and responsibilities. In the paper I will refer to these 
problems as to the 3R problems. Altogether, the 3R problems pose a new ethical 
challenge. Nevertheless, such problems will not be the focus of this paper, which will 
rather concentrate on the analysis of the nature of IW and the changes that it determines. 
The task of the proposed analysis is to lay down the conceptual foundation for the 
solution of the 3R problems, which will be provided in elsewhere. IW it is a wide 
spectrum phenomenon, which is rapidly changing the dynamics of combat as well as the 
role warfare in political negotiations and the dynamics of civil society. These changes 
are the origins of the 3R problems, the conceptual analysis of such changes and of the 
nature of this phenomenon is deemed to be a necessary and preliminary step to solve 
these problems. 

The analysis is divided in three steps. First, IW is analysed within the framework of 
the Information revolution (Floridi 2009). Floridi’s analysis of Information revolution as 
the fourth revolution is recalled and it is stressed that such a revolution determines a shift 
toward the non-physical domain, the domain of nonphysical objects, agents and 
interactions. 

In the second step, it is argued that IW is one of the most compelling cases of such 
a shift. This analysis leads to the consideration of the effects of the dissemination of IW 
on the concepts of war and state. In particular, it is argued that IW redefines the concept 
of war as a phenomenon not necessary sanguinary and violent, and rather transversal for 
what concerns the environment in which it is waged, the way it is waged and the 
ontological and social status of its agents. A definition stressing the transversality of IW 
and its disruptive nature is then provided. 

Informational Warfare is the use of ICTs within an offensive or defensive 
military strategy aiming at the disruption of the enemy’s resources, and which is 
waged within the informational environment, by agents and targets ranging both 
on the physical and non-physical domains and whose level of violence may vary 
upon circumstances. 

Finally, the third step is devoted to consider the problems arising when IW is considered 
within the framework of Just War Theory. This theory provides the ground for 
international regulations, and sets the parameters for both the ethical and the political 
debates. The issue is addressed whether and how the principles of Just War Theory could 
be applied to IW. 

The analysis unveils three problems. The first one concerns the differences between 
the scenario assumed by Just War Theory and the one delineated by IW. Just War 
Theory refers to classic warfare, where governments and their leaders are the only ones 
who inaugurate wars by deploying armed forces, and they are the ones to be held 
accountable the actions of war. IW fosters a completely new way of declaring and 
waging war. The need is stressed for Just War Theory to take into account such changes 
in order to address the ethical problems arose with IW. The other two problems concern 
the application of two principles of Just War Theory – ‘war as last resort’ and 
‘discrimination and non-combatants immunity’ – to the case of IW. In the case of the 
principle of ‘war as last resort’ the analysis indicates that the application of this principle 
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to the case of IW leads to an ethical impasse. The principle assumes that war is a violent 
and sanguinary phenomenon. It is argued that the correctness of this assumption in 
shaken when IW is taken into account, and that in these circumstances the application of 
the principle of war as last resort becomes less immediate. The impasse concerns the use 
of bloodless and non-physically violent modes of combat peculiar of IW, like a cyber 
attack, to address potentially dangerous diplomatic conflicts to prevent the occurrence of 
classic warfare. On one hand, such a use constitutes an act of war itself and as such Just 
War Theory forbids it, on the other hand it may avoid states to engage in a sanguinary 
war and hence is intrinsically consistent with the overall view proposed by Just War 
Theory of reducing bloodshed and conflicts. 

A similar ethical problem is described with respect to the application of the 
‘principle of discrimination and non combatants immunity’. It is stressed that this 
principle tacitly equates non-combatants to civilians and that such an equation has been 
weaken by the diffusion of terrorism and guerrilla, to become even feebler with the 
dissemination of IW. In IW scenario, civilians may take part to a combat action from the 
comfort of their homes, while carrying on with their civilian life and hiding their status 
of informational warriors. 

An ethical conundrum is described. Given the difficulty to distinguish combatants 
from non combatants in IW scenario, and in order to endorse the ‘principle of 
discrimination’, states might be justified to embrace high levels of surveillance over the 
entire population breaching individual rights, like privacy and anonymity, in order to 
identify the combatants and guarantee the security of the entire community.9 It is argued 
that, on the one side, respecting the principle of discrimination may lead to violate 
individual rights. On the other side, waving the principle of discrimination leads to 
bloodshed and dissemination of indiscriminate violence over the civil population. The 
paper concludes pulling together the threads of the analysis and stressing the importance 
of developing ethical guidelines, which will provide the ground for the definition of the 
necessary regulation for IW and for the solution of the 3R problems. 
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Abstract. Recently, we experience a rapid and ongoing transfer of security technologies 
such as body scanners, drones, or biometrics from the military realm in everyday 
life. And though there is a lively debate on the growing militarization of public 
space, political culture and everyday life (Giroux 2004, Graham 2005, Crandall/ 
Armitage 2005, Kohn 2009) there is surprisingly little discussion on the huge 
amount of military-civilian transfer of new and emerging security technologies. 
Only very few authors address the possible militarization of society through the 
procurement, adaptation and proliferation of military technologies in civilian life 
(Agre 2001). A few scholars such as Dandeker (1990, 2006), Wood et al. (2006), 
or Balzaqc et al. (2010) pointed out that security technologies and practices are 
deeply impregnated by their military offspring. Surveillance studies scholars – 
leaning on Anthony Giddens (1985) – at least partly acknowledge the growing 
entanglement of the military and bureaucracy in post/modern societies (Bogard 
1996, Dandeker 1990, Nellis 2009, Wood et al. 2003). Approaches in STS 
(Akrich 1992; Woolgar 1991) and philosophy of technology (Winner 1986, 
Verbeek 2006, Flanagan, Howe and Nissenbaum 2006) showed how technology 
transports values, world views and norms. Therefore I will ask in my paper what 
norms, values, frames of thought are transported into everyday life with the 
military-civil transfer of security technologies – for example when uninhabited 
aerial vehicles become part of everyday experiences for example through the 
growing presence of UAVs during global sport and cultural events, by 
demonstrations or during law enforcement as well as through ‘augmented reality 
video games’. 

2. Daily Drones. Techno-Security &the Militarization of Everyday Life  

Originally hopes of a large-scale military-civilian conversion arouse after the end of the 
cold war. But these hopes were disappointed already in the early 1990s when force has 
become again a frequent tool of foreign policy concentrating on so-called rogue and 
failed states that followed a growing number of military responses from peace-keeping 
operations up to massive invasions (Rappert et al. 2008). In philosophy of technology as 
well as science and technology studies (STS) we got some studies on the crossover of 
global communication and military surveillance systems (i.a. de Landa 1991, Edwards 
1996) as well as the fusion of military, industry and media (Der Derian 2001, 
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Lenoir/Lowood 2002). The shift of the business of major arms manufacturers towards 
mainstream security and surveillance products in the post-cold-war era is addressed (i.a. 
Wood et al 2006, Eick 2010, Graham 2010). 

Nowadays new products are developed and partially already deployed. Think of 
non-lethal weapons, i.a. electroshock and heat-ray weapons, as well as monitoring 
systems linked to killing or paralyzing systems. These weapons for warfare respectively 
crowd control are situated between the military and civilian realm. In a brochure on new 
security projects in the 7th framework programme for research, the Directorate General 
Enterprise and Industry of the EU commission states: “Moreover, the relationship 
between defence technologies on the one hand, and security technologies on the other, is 
particularly noticeable in the field of R&D, with technologies that show potential 
developments in both areas (Dual Use). At both research and industrial development 
levels, synergies are possible and desirable.” (European Commission. Enterprise and 
Industry 2009, my emphasis). Contemporary surveillance studies also point towards the 
close relation between the military and the managerial: “Cross-fertilization between the 
military and the managerial is clearly central to problems and developments in the study 
and practice of surveillance…” (Wood et al. 2003, 146). But there are very few studies 
on the relation of the sociotechnical, political, and the military with regard to military-
related security technologies and their impact on everyday life. 

2.1. TECHNO-SECURITY, RISK AND UNPREDICTABILITY 

So what to think of the manifest development expansion of military technologies in 
civilian life in general and of UAVs specifically? For a long time we know about the 
conversion and adaptation of military technology in everyday life – think only of recent 
examples of the military offspring of technologies such as the internet, RFID, satellite 
technology or GPS (Global Positioning System). Approaches in STS (Akrich 1992; 
Woolgar 1991) and philosophy of technology (Winner 1986, Verbeek 2005, Flanagan, 
Howe and Nissenbaum 2006) showed how technology transports values, world views 
and norms. Madeleine Akrich made visible that every technology contains scripts while 
Steve Woolgar
s (1991) pointed to the fact that technology is „configuring the user
 
and the context of the use. Therefore it is important to ask which frames of thought, 
world views, perspectives, preferences and motives are inscribed into military-related 
security technologies and translated into everyday life. Kaplan (2006) has shown how 
GPS did not only link demography, geography, remote sensing, geopolitics and identity 
politics but how GPS became an icon of “personal empowerment and self-knowledge 
linked to speed and precision” (Kaplan 2006: 697) for US Americans. At the same time 
the „militarized consumer
 who wants to improve his „lifestyle
 provides the personal 
data thereby enabling new systems of surveillance (embedded in mobiles, GPS systems 
in cars, etc.): “…tracked, the user becomes a target within the operational interfaces of 
the marketing worlds, into whole technologies state surveillance is outsourced.” 
(Crandall 2006, np) 

Relevant epistemological shifts and the emergence of new norms, worldviews and 
values that accompany the massive contemporary military-civilian transfer is the 
epistemological reframing of today’s concept of security. Homeland as well as 
international security is not primarily occupied with the defense against specific threats 
and prosecuting crimes (Albrecht 2009) but with the (precautionary) management of risk 
and preventive and pre-emptive securitization of security (Aradau et al. 2008, Ammicht-
Quinn/Rampp 2009, Zedner 2007). While traditionally threat was related to actions and 
intentions of conflicting parties which can be – in principle resolved, the concept of 
„risk
 embrace the idea of general, permanent and systemic contingencies such as 
pandemics, global warming, rogue states, terrorism, organized crime, poverty, illegal 
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immigration or the proliferation of weapons of mass destruction (European Commission. 
Enterprise and Industry 2009). The concept of risk is closely entangled with 
unpredictability and insecurity – especially with regard to the identification of the enemy 
or the assessment of hazardous situations. The politics of risk operates with risk profiling 
on the basis of statistics and probabilities, with models and speculations which do not 
target at eliminating but managing risk: „In short, whereas the concept of threat brings 
us in to the domain of the production, management and destruction of dangers, the 
concept of risk mobilizes and focuses on different practices that arise from the 
construction, interpretation and management of contingency“. (Aradau et al. 2008, 148; 
my emphasis) This new approach is highly technological-oriented. The shift towards a 
preventive security policy and a techno-centred concept of security corresponds to the 
increasing networking of surveillance measures. The reconfiguration of surveillance as 
assemblage (Haggerty/Ericson 2000) is a general tendency. Nevertheless, the concept 
and practice of digital network-centred surveillance technologies (Graham/Wood 2003) 
shows strong affinities to that of network-centric warfare. The latter – also called 
„Revolution in Military Affairs
 – is based on strong, ubiquitous ICT-based networks 
and mobilities that control and monitor area-wide and over huge distances 24 hours a 
day to reach a “ globespanning dominance based on a nearmonopoly of space and air 
power (Graham 2005, 175; see also Dillon 2002, Dandeker 2006). In this scenario, 
especially autonomous UAVs with artificial intelligence and learning capability are 
regarded as an important component of new techno-warfare (Weber 2009, 2010). 
Together with inhabited systems integrated in a complex network of air, water and 
ground agents, new techniques of warfare are developed “… toward a vision of a 
strategic and tactical battlespace filled with networked manned and unmanned air, 
ground, and maritime systems ... that free warfighters from the dull, dirty, and dangerous 
missions ... and enable entirely new design concepts unlimited by the endurance and 
performance of human crews. The use of UAVs in Afghanistan and Iraq is the first step 
in demonstrating the transformational potential of such an approach.” (Department of 
Defense 2007, 34) This aspired high-tech transformation of armed forces is supposed to 
make them invincible, to develop strategies of digital deterrence more powerful than 
nuclear deterrence ever was. The utopia of a ubiquitous, networked system of 
surveillance and control seems to be mirrored by a preventice and techno-centred idea 
of security in everyday life – for example when drones are deployed for law enforcement 
by the British Police or for border control by the European agency Frontex.  

Recently, the Guardian
s Freedom of Information request revealed the very broad 
scope of potential UAV applications by the British police: “Working with various 
policing organisations as well as the Serious and Organised Crime Agency, the Maritime 
and Fisheries Agency, HM Revenue and Customs and the UK Border Agency, BAE 
[systems; the British defence company] and Kent police have drawn up wider lists of 
potential uses. One document lists ‘[detecting] theft from cash machines, preventing theft 
of tractors and monitoring antisocial driving’ as future tasks for police drones, while 
another states the aircraft could be used for combat ‘fly-posting, fly-tipping, abandoned 
vehicles, abnormal loads, waste management’ (…) There are two models of BAE drone 
under consideration, neither of which has been licensed to fly in non-segregated airspace 
by the CAA. The Herti (High Endurance Rapid Technology Insertion) is a five-metre 
long aircraft that the Ministry of Defence deployed in Afghanistan for tests in 2007 and 
2009”. (Lewis 2010).  

According to these plans, the use of UAVs would be part of a larger network-
centric project through which information from a variety of sources (UAVs, smart 
CCTV, data detention, analysis of money transfer,´etc.) are networked and evaluated. 
This course of action seems not to aim primarily at prosecuting specific crimes and 
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follow concrete suspicions but to search monitor a nation’s population systematically 
and thoroughly on an everyday basis. We need to investigate whether this civilian 
approach resembles what is called C4ISR – Command, Control, Communications, 
Computers, Intelligence, Surveillance and Reconnaissance in the military. C4ISR stands 
for the networking of all available surveillance and control systems to achieve a global 
overview in the war theatre. So maybe we witness the idea of a global overview in the 
(civilian) world theatre. 

Part of these epistemological and normative reframing might also be found in 
recent consumer applications of UAVs. Since last year the first little UAVs respectively 
quadricopters are available for „augmented reality video games
 
(http://ardrone.parrot.com/parrot-ar-drone/de/) in which one can launch missiles and 
fight against other drones. The quadricopters can be controlled by an iPhone, iPod 
Touch or iPad. There a two cameras embedded into the drone, one on the front and one 
underneath, to enable a direct sight via video remote control on the basis of a Wi-Fi 
connection. Another application is provided by a German company which rents drones 
for private use (www.rent-a-drone.de) to enable real time pictures and videos from 
above. 

The private consumer applications of UAV might (still) not be as wide ranging as 
GPS but in a way one could argue that they might open the door in more intense 
participatory surveillance and observation practices (Ball 2005, Koskela 2009). Daily 
consumer drones might contribute to train users to watch the world from a top-down or 
„God’s eye view
 that participates in the C4ISR longing for a global overview in the 
war / world theatre. 

The tightening networks of surveillance technologies – increasingly expanded by 
drones for border control, policing demonstrators, crowd and event control, are part of a 
growing belief in “’smart’, specific, side-effects-free, information-driven utopia of 
governance” (Valverde and Mopas, 2004: 239). Network centric warfare with its idea of 
C4ISR relies on this utopia as it might be the case with recent police applications of 
drones and new gamer applications such as the iphone controlled ar-drone. It is 
necessary to follow up closely the growing transfer of military technologies in civil 
applications, game practices and other everyday life to see whether and how recent ideas 
of techno-security and „full spectrum dominance
 become dominant in 21st century’s 
societies of control.  
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IS THERE A HUMAN RIGHT NOT TO BE KILLED BY A MACHIN E?  

PETER M. ASARO 
The New School University 
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1. Extended Abstract 

This presentation reviews the standard frameworks for considering the human right not 
to be killed, and its forfeit by combatants in a war. It then considers as a special case the 
right not to be killed by a machine.  Insofar as one has a right not to be killed by any 
means, then one also has a right not to be killed by a machine, such as a lethal robotic 
system.  It is further argued that in those cases in which an individual may have already 
forfeited their right not to be killed, such as when acting as a combatant in a war, this 
does not necessarily subject one to being killed by a machine.  Despite a common view 
that combatants in war may be liable to be killed by any means, “killing by machine” 
fails to meet the requirements for ethically justifiable killing.  The defense of this 
assertion will rest on a technical definition of “killing by machine,” and further 
clarification of justified killing in war.  In short, the argument is that “killing by 
machine” fails to consider the rights of an individual in the morally required manner.  
This is because “killing by machine” requires a “decision to kill” to be made by a moral 
agent, and an automated decision cannot involve the necessary moral deliberation 
required to justify violating the human right not to be killed.  As such, automated 
decisions to kill are not morally justifiable. 

The argument begins by examining the right to self-defense which forms the rights-
based interpretation of Just War Theory.  In particular, I examine the “Castle Laws”, aka 
“Make My Day Laws,” which permit individuals to use force against home-intruders 
without criminal or civil liability in many U.S. states.  I examine the conditions under 
which individuals in such circumstances are permitted to use lethal force, and when such 
force becomes “willful and wonton misconduct.”   

Informed by this analysis, I examine the legality of a home-defense robot, and the 
legal permissibility of its use of force against home-intruders.  In general, the “Castle 
Laws” do not allow homeowners to booby-trap their homes, and a robotic home-defense 
system can be viewed as a sophisticated booby-trap.  I consider the various objections 
that might be made to the standard rejection of booby-trap. According to such 
objections, a robot with sophisticated cognitive and perceptual capabilities might be 
argued to avoid manifesting a form of “reckless endangerment.” 

I then analogize from the case of home-defense in civil and criminal law, to the 
case of self-defense in war, and the Laws of Armed Conflict and Just War Theory.  
While warfare has much looser standards of what constitutes a “threat,” and the 
proximity of threats, the use of systems capable of automated lethal decision-making is 
largely analogous to the domestic use of booby traps. 
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I conclude that implicit in both domestic law and international laws of armed conflict is 
requirement for moral deliberation which undermines the moral and legal legitimacy of 
automated lethal decision making.  This has serious implications for the use of 
autonomous lethal robotics in police and military applications.  One implication is that 
only artificial moral agents, capable of exercising moral autonomy, could be morally and 
legal justified in violating the rights of a human. 
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DO WE NEED AN UNIVERSAL INFORMATION ETHICS?  

THOMAS CHRISTOPHER DASCH 
University of Paderborn 
Germany 

Abstract. This article deals with information ethics. This raises the essential 
question: What is information?But I want to focus on the ethical category. 
herefore, three areas of potential actions arise. Instead of informations I want to 
talk more generally of data. This makes it possible to distinguish between: (1) The 
pure receive of data, (2) The pure provision of data, (3) The simultaneous receive 
and provision of data, (4) A further possible action is to supply a plattform for 
data. This is strictly speaking the topic three, but it will be discussed as an seperate 
topic.Here is exemplified the ethical problems for the individual cases may 
occur.Subsequently, a connection between the problems of the legislation of the 
Internet and the lack of a universal ethical base is made in the information ethics.  

This article deals with information ethics. This raises the essential question: What is 
information?  

The question of “What is Information?” (Floridi, 2004, p.560) is according to 
Floridi the elementary problem of the philosophy of information. Among the advocates 
of well known approaches to the concept of information are Shannon and Weaver, Bar-
Hillel and Carnap, Wiener, Janich, etc. (Capurro, 2000). Here Capurro’s trilemma 
(Fleissner, Hofkirchner, 1995) applies: (1) Either the concept of information is always 
the same no matter what the set of input data is like, (2) or the information is only of 
similar kind, or (3) it is completely independent. At this point it is to be clarified on 
which concept of information based the information ethics.  

But I want to break another ground. I want to focus on the ethical category. In this 
context information ethics is the part of ethics that deals with the internet. The concept of 
information is to be ignored here. “Morale is focussed on judgments, that assess a human 
action positively or negatively, approve or disapprove it.” (Birnbacher, 2007, p.12). 
Therefore, three areas of potential actions arise. Instead of informations I want to talk 
more generally of data. This makes it possible to distinguish between: 

1.The pure receive of data   
2.The pure provision of data 
3.The simultaneous receive and provision of data  
4.A further possible action is to supply a plattform for data. This is strictly speaking 

the topic three, but it will be discussed as an seperate topic. 
One example for the first topic is the reading of news pages or blogs. In this 

context, the information content the receiver consumes is moral relevant. A possible 
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moral misconduct in this field is the download of music without owning the respective 
rights. In case of the internet, the information recipient may not be able to reconstruct the 
origin of the information. Additionally, the information can be deleted from the 
respective homepage at any time. In contrast, the information content of a newspaper can 
not be changed once the paper is printed.  

The second topic includes e.g. owners of news pages. In this connection, the 
precise content of the online data is moral relevant. In the case of news pages it is 
expected that the news have been extensively investigated. One example for the misuse 
of this function is a scenario in which a person spreads videos showing another person in 
an unfavourable context. In the case of the internet, tracking down the owner of the page 
is far more difficult as tracking down a normal information transmitter. The latter differs 
from the internet in concerns of judicial matters, more about that later in the text. A 
feature of the internet is that a large group of people can be addressed without the need 
of a major news infrastructure. Interest groups can be formed rapidly and easily in this 
way as seen recently when a open letter was handed to Chancellor Merkel concerning the 
plagiarism affair of Germanys minister of defence, Karl Theodor zu Guttenberg. In this 
way, the initiators of the letter were able to support the ministers retirement. 

Amongst others, topic three includes chats, forums and online games. In this case, 
moral relevance is similar to moral relevance in non virtual communication. A possible 
moral misconduct would e.g. be the insult to a person in a chat room. Characteristic for 
this kind of online communication is that the counterpart can not be visualized (as long 
as webcams are not used). Therefore, it remains unknown what emotions the counterpart 
expresses.  

“Emotions are responses of an organism centered on experiences. They represent 
the relevance of an artefact of perception for the fulfilment of needs (e.g. according to 
the criteria “beneficial” or “impedimental”). Additionally, they activate or constrain 
various cognitive and motivational systems in terms of a optimal satisfaction of 
needs.”(Kuhl, 2010, p.543) This can lead to a incorrect estimation of the counterparts 
emotions. However, the chatter can manipulate emotions by the use of e.g. smilies, that 
do not represent his actual emotions. In case of the internet, the identity of the person 
one is chatting with can not be verified. The counterpart is not necessarily regarded as a 
person, but in a distinct role. This can be the case in online games as required 
participant, in forums as disposer of information and so on.  

The fourth topic includes for example provider or plattforms like Facebook or 
search engines like Google and file sharing services. At this point it is ethical relevant 
whether the suppliers can asure a ethical correct mode for the users. An Examples for an 
ethical dubious action in this topic are to run a file sharing service for music without 
having the copy rights. A point at issue is Wikileaks, too. It is questionable, wheter it is 
ethically to publish diplomatic cables. 

Despite all this potentially ethical critical topics one can point out that beyond this 
controversial concepts and opinions exist. This depects for example in the five cultural 
deminsions of Hofstede: Power Distance Index(PDI), Individualism(IDV), 
Masculinity(MAS), Uncertainty Avoidance Index (UAI), Long-Term Orientation (LTO) 
(Lüsebrink, 2005, p. 20-25). On the one hand this is due to different opinions about this 
in the respective culture area. On the other hand, different cultures show different 
behaviour on the internet, that can be reduced to the fact that violation on the internet 
against ethical basic principles remains largely unpunished. The internet is no area 
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immune from law, but it is so that people on the Internet are global and there depending 
on each of the legislation and t heenforcement of the laws of their own country. “The 
almost traceless variability of content presents new challenges to the reliability of 
documents and the evidence. 
The indifference of original and copy has a new copyright quality. The anonymity of the 
web makes it difficult to identify reliable contractors. The speed of interactive 
communication such as short natural cooling-in contracts considerably, giving the 
consumer a new dimension. “(Haug, 2010, p.9) 

It would require a common ethical base in information ethics. 
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A PSEUDOPERIPATETIC APPLICATION SECURITY HANDBOOK 
FOR VIRTUOUS SOFTWARE” 

  KEITH DOUGLAS   

  Statistics Canada10   

In the past 10 or 15 years an increased awareness of application security11 (AS) in 
computing and information systems has resulted in many volumes of material (e.g., 
Cross 2006, Burnett 2004, Seacord 2005, Clarke 2009). Security conscious developers, 
testers, and organizations wishing to adopt “best practices” have a lot of work to distill 
these many volumes of advice and principles into easily implementable and 
understandable approaches. Following the off-hand suggestion from a colleague (Perkins 
2010), I have taken her phrase “virtuous software” as a starting point. In this paper, I 
comb through the Nicomachean Ethics (Aristotle 1984) to find appropriate guidance for 
virtue in AS. It thus is addressed both to computing professionals wanting to understand 
why AS makes the ethical consequences of their work more salient (or, more debatably12, 
makes them exist) and also to philosophers who may not be aware of the ethical 
challenges raised by recognition of AS in computing. It is also intended as a brief 
introduction as to why AS considerations matter as one (not independent of the others) 
aspect of the “architecture”, design, development, and support of software. 

                                                 
10 Author affiliation for identification purposes only. 
11 AS is to be distinguished in discussions of computing security from infrastructure security, 

dealing with antimalware solutions, public key utilities, routing rules in networks, etc. 70% of 
current exploits and vulnerabilities are in application areas (Sykora 2010) and subsequently 
AS merits philosophical and computational attention. It is often discussed in the context of 
“application hardening”. This term is in the author’s view unhelpful, since it suggests, 
wrongly, that a correct approach to would be to implement an application and then “fix it up” 
to meet the hardening requirements. The expert consensus seems to be that AS ought to be 
part of the entire software development life cycle, and have a role to play at almost every 
phase. See, e.g., Seacord 2005. The case of what to do about existing systems is more 
complicated; I do not address it as much in the present work, though much of what we can 
tease out of (or be reminded by) Aristotle applies regardless 

12 Conversations with colleagues on the part of the author suggest (he has not done formal 
investigations) that many computing professionals do not think their profession and activities raise 
any additional or different ethical considerations beyond those common to all humans in general 
or all relevant employees of a given organization. (For example, fellow computing colleagues of 
the author are certainly aware of their obligations under the relevant public service legislation, but 
do not see (for example) buffer overruns and race conditions as leading to possible ethically 
relevant situation. At best they are regarded as “another sort of bug”.) Further work (beyond the 
present one) to institute AS “consciousness” in developers will have to deal with this situation. 
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 Philosophical topics I will briefly address in the above fashion are: the nature of 
technology, the nature of virtue, how virtue may be obtained, who is virtuous, what 
results from being virtuous and examples of what specific virtues are. All of these can be 
topics for complete presentations in their own right: I bring them up to simply show the 
rich areas of further possible investigation, and, in some cases, the pitfalls of using a 
“virtues framework” when it comes to software. 
 The philosophical topics in turn relate (here I do not indicate how, merely 
enumerate what will be discussed) to the following more directly computing 
considerations: the nature of computing professions, systems specifications, how one 
should learn about AS, characteristics of good software systems, how to adjudicate 
between AS and other design goals, how to get developers to be AS-aware and others. 
 Finally, I include this paper as a way of linking three phases of the so-called 
computational turn: the past: traditional philosophy (e.g., Aristotle); the present, the CAP 
conferences where computing and philosophy, traditional and otherwise is largely (but 
not exclusively) academic (yet fruitfully interacting), and the future, where work from 
CAP is also of importance to those outside. I do not suggest that these three phases are 
the only way to understand the historical development of the computing and philosophy 
movement, nor do I suggest that there has not been anything useful in the past to those 
outside of academia, merely that there is ample room within the topic of AS to address 
such considerations. 
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THE CENTRAL PROBLEM OF ROBOETHICS: FROM DEFINITION 
TOWARDS SOLUTION 

DANIEL DEVATMAN HROMADA 
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Abstract. The central problem of roboethics is defined as such: on one hand, 
robotics aims to construct entities which will transcend the faculties of human 
beings, on the other hand, some unethical acts should be made impossible to 
execute for such artificial beings. It can be illustrated on the case of full-fledged AI 
which is able to reprogram itself, or program other AIs but only in a way that the 
result shall not lead to the infraction of moral imperatives held by its human 
conceptors. Thus a programmer of such a system is posed between Skylle of his 
“aim to conceive an artificial entity able to do almost everything, and more 
efficiently than a human being” and a Charybde of “the principle of precaution 
commanding him to constraint the behaviour of such an entity in a way that it 
would never be able to execute certain acts, like that of a murder, for example”. 
Therefore the central problem can be also perceived as a form of solution to the 
problem of trade-off between the amount of “autonomy” of an artificial agent and 
the extent to which the “embedded ethical constraints” determine the agent’s 
behaviour. Believing that such a trade-off could be found, our proposal is 
conceived as a four-folded hybrid “separation of powers” model within which the 
final output to the solution of ethical dilemma is considered to be the result of 
mutual interaction of four independent components: 1) “Moral core” containing 
hard-wired rules analogous to Asimov laws of robotics 2) “Meta-moral 
Imperative” logically equivalent to Kant’s categoric imperative 3) “Ethico-legal 
codex” containing an extensible set of normative procedures representing the laws, 
moral norms and customs present in or induced from agent’s surroundings 4) 
“Mytho-historical knowledge base” grounding the agent’s representation of 
« possible states of the world » in the corpora of human generated myths & stories  
Finally, we will argue that our proposal of two induced & two embedded modules 
vaguely corresponds to the human morality faculty since it takes into account both 
its “innate” as well as “acquired” components. 
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1. Definition of the Central Problem 

 It may be stated that the ultimate goal of Artificial Intelligence is, for its most 
radical proponents like (Kurzweil, 2000; Vinge, 1993)
 

,  the conception of an 
artificial system able to transcend all faculties nowadays attributed to human being. In 
accord with Turing’s pioneer proposal (A. M. Turing, 2008)

, such proponents do not 
ask metaphysical questions like “Can machine have consciousness ?” nor do they bother 
much with arguments like that of “chinese room” 
(Searle, 1982)
. More concretely: 
such radical engineers do not ask questions “whether faculty X can be simulated by 
algorithmic means”, they simply take the affirmative answer as granted, and, in 
consequence, pose a question “how can I simulate the faculty X by algorithmic means?” 
 Let’s define “the faculty of moral reasoning” as X1. While being aware that nothing 
really proves that such a definition does NOT result in a fallacy, we nonetheless do not 
ask whether it makes sense or not to speak about “machine endowed with morality”. The 
fact that machines will be able, sometimes in the future, able to fully simulate the moral 
reasoning is taken as granted within the scope of our Gedankenexperiment and the 
question which is posed hereby is therefore “how could it  be done?” 
 Now let’s define “the ability to modify itself” as X2 and “the ability to reproduce” 
as X3. Since X1, X2 and X3 are all faculties commonly attributed to human being, it can 
be stated that an artificial system endowed with such faculties would seem more 
“human” than the one which contains only some of them, and is therefore closer to 
ultimate goal of radical AI as was already defined.  
 The problem arises when one realises that X1 is not necessarily mutually consistent 
with X2 or X3. Myths as well as history itself demonstrate far too often to pass that the 
modification or a reproduction of a moral being does not necessarily yield a moral result. 
It is verily this “lesson from history” that obliges us to postulate the central problem of 
roboethics : 
 How could (the most radical of) roboengineers possibly conceive a machine which 
is, in the fullest possible extent, able to adapt itself to any situation whatsoever and yet 
“unable” to rewrite the set of moral imperatives with which it was endowed ? 
 We exclude completely the possibility of not endowing a machine with any moral 
reasoning at all. Not only would a deployment of such a self-copying, self-modifying 
autonomous agent be contrary to precautionary principle (Andorno, 2004)

 , but the 
very intention of “creating a machine analogous in all its functions to human being” 
would miss its target since it is commonly accepted fact that the faculty X1, i.e. morality 
is one among such anthropological universalia (Mikhail, 2007)

.  
 What’s more, according to Kant - who analysed the faculty of morality and its 
relations to other forms of reasoning in such an extent that his discoveries simply have to 
be taken into consideration by anyone aiming to embed morality into machines -  X1 is 
not only “one faculty amongst many”, but it  occupies the central place among all the 
faculties with which a man was endowed. For Kant, man is conceived, as a “moral 
being” (Kant, 1785)

 .  
 Being moral means simply to be able to find a “good” solution to any situation of 
moral dilemma whatsoever. Therefore, any advanced implementation of morality into an 
artificial agent should not ignore the semantic intricacies of the concept of “good” nor its 
strong cultural and contextual dependence (i.e. what is good ine one context is not 
necessarily good in other).  
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2. Possible solution to Central Problem 

The Hebbian network of semantic relations around the term “good” consists the 
outermost layer of our 4-component model of a so-called “moral machine” (MM). 
 Initially, this graph-like structure of semantic relations could be possibly built by 
means of extraction of “morals of the stories” from huge hypertext corpora representing 
the myths, fairy tales and descriptions of factual historical situations (inputs) and their 
consequences (outputs).  
 Whether association of such inputs & outputs by means of already existing machine 
learning procedures (ANN, SVM, boosting  (Freund & Schapire, 1996)) would allow the 
system to attribute a label “good”/”not good” to a textual description of a situation of 
moral dilemma which was not contained in the training corpus is a place for argument. 
 More closer to the moral core is the 3rd layer, which can be understood as “the 
layer of rules”. To simplify the understanding:  while layer 4 - understood  as “the layer 
of associations amongst data” - can be compared to an anglo-saxon legal system where a 
decision is based on the precedent, i.e. the first decision of a judge in a case sharing 
analogic features to a case under study; the activity of layer 3 can be compared to that of 
a continental judge whose decisions are simple outputs of more general rules induced 
from exhaustive sets of previous experiences.  
 Thus, the correct understanding of “moral induction” seems to be crucial in order to 
implement the robust solution for layer 3 and an inspiration coming from much better 
studied domain of “unsupervised grammar induction” (Solan, Horn, Ruppin, & Edelman, 
2005)
 may yield encouraging results. 
 It is not unreasonable to imagine that by applying the induction principles not upon 
the data , but upon the very rules which were themselves induced, the process would 
finally converge at the point of some-kind of meta-rule, possibly similar in meaning to 
that what Kant called “categoric imperative” (Kant, 1785)

. The advantage of such a 
“meta-rule” is not only that it is quite easy to implement from programmer’s point of 
view - in its essence it is nothing else than just an infinite while() loop generating “the 
representations of possible worlds” and throwing exceptions if ever an “internally 
inconsistent” world is generated - but that it can be used as a sort of boolean rule of 
thumb there, where fuzzy thresholds of layers 4 & 3 are unable to supply any decisive 
result. 
 The disadvantage of layer 2 is that sometimes it may happen that it shall demand 
infinite amount of time in order to return the result (A. Turing, 1937)

. That is far too 
much especially in the cases where an artificial agent could harm its modified 
environment by its otherwise harmless activity - imagine, for example, an autonomous 
transporting agent similar to a car whose circuits got stuck in a while loop after it had 
hasardously entered the pedestrian zone. For such cases, low-level implementation of 
fast & frugal harm-reductive inhibitory mechanisms  is of utmost importance. 
 In order to stay consistent with the Tradition, we propose Asimov’s Laws of 
Robotics (Anderson, 2008)
 
as a base for such mechanisms. 
 Finally, it is worth to be stated that while layers 4 & 3 are dynamic in their nature, 
i.e. can be rewritten by inflow of new stimuli from environment, layers 2 & 1 can be 
embedded into very chips of an artificial agent and could not be modified or disabled 
without tampering with agent’s hardware.  
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 Believing that such a combination of “two static” and “two dynamic” pillars is in 
certain sense analogic to a “nature” (i.e. innate) & “nurture” (i.e. acquired) components 
attributed to the moral faculty of a healthy human being, it may be finally stated that the 
question which is labeled hereby as a “the central problem of roboethics” is, mutatis 
mutandi, nothing else than just a postmodern variation upon a much more ancient theme: 
 “How does a parent transform a crying child into an autonomous human being ?” 
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Abstract: The purpose of this paper is to draw a distinction between two 
interrelated yet fundamentally different ways of approaching problems in 
computer ethics, with the goal of clarifying which problems call for which 
approaches. In a nutshell, I will draw a distinction between approaches and topics 
that are primarily concerned with how technologies affect the world, on the one 
hand, and those primarily concerned with how technologies affect our mind, on 
the other. I will argue that the type of approach we choose should be determined 
on the basis of which of these concerns we are primarily trying to address, which 
will also shed light on the advantages and disadvantages of the multitude of 
approaches to be found in ethics of technology. In order to clarify and justify this 
distinction, I will categorize some common approaches in computer ethics 
correspondingly, and I will conclude by offering a set of suggestions for how they 
can and should complement each other in a way that yields an exhaustive analysis 
of the problem at hand.  

The purpose of this paper is to draw a distinction between two interrelated yet 
fundamentally different ways of approaching problems in computer ethics, with the goal 
of clarifying which problems call for which approaches. In a nutshell, I will draw a 
distinction between approaches and topics that are primarily concerned with how 
technologies affect the world, on the one hand, and those primarily concerned with how 
technologies affect our mind, on the other.13 It should be emphasized at the outset that 
these categories are not absolute or mutually exclusive – and it is certainly not my 
intention to argue that one is better than the other. My more modest intention is to argue 
that the type of approach we choose should be determined on the basis of which of these 
concerns we are primarily trying to address, which will also shed light on the advantages 
and disadvantages of the multitude of approaches to be found in ethics of technology.  

                                                 
13 This distinction is reminiscent of Floridi & Sanders’ emphasis on the distinction between agent-oriented 

and patient-oriented ethics (2002), but this distinction is somewhat misleading in this context, because 
both technology and the mind can have a role as both agent and patient, being both source and target of 
good and evil. 
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There is little doubt that technologies affect both the world and the mind, and there is 
little doubt that there is no sharp distinction between the two. What affects the world can 
affect the mind, and what affects minds can affect the world – and technology often 
mediates between world and mind. As such, the distinction I am concerned with must 
necessarily be more of the ‘family resemblance’-type. Still, we can to some degree 
separate between different ways of assessing these effects, and given the multitude of 
ethical theories and applied frameworks that are being used in ethics of technology, it is 
important to be clear about which approach is best suited for which area.  

The clearest example of this is probably the distinction between accountability and 
responsibility. If the purpose of our analysis is to understand what is accountable for a 
given situation, we can do this entirely in terms of analyzing changes to the world. After 
all, an inquiry into accountability is largely an inquiry into causality; what was the source 
of this good or evil (cf. Floridi & Sanders, 2004, p. 371). This also highlights the 
advantage of using a “mind-less” notion of accountability in cases where (higher-order) 
mental processes are either non-existent (e.g. artificial agents) or intrinsically distributed 
(e.g. organizations). If the purpose of our analysis is to understand responsibility, 
however, we are immediately required to include the mind in a much more integral 
manner. After all, an inquiry into responsibility is an inquiry into such mental terms as 
intentions, negligence, and culpability. To give another example, when evaluating how 
Information and Communication Technologies (ICTs) affect privacy, we can focus on 
how ICTs affect the world in a manner that is relevant to privacy, or how it affects our 
mind in a way that is relevant to privacy. The former involves such question as “How do 
ICTs affect the flow of information”, or what Floridi refers to as ‘ontological friction’ 
(2005). The latter involves questions such as “How do ICTs affect our expectations 
about privacy?” and “How can loss of privacy affect our well-being?”. If we look to 
environmental ethics, we can make a similar distinction between the effects a 
technological innovation may have on the environment, on the one hand, and their effect 
on e.g. opinions about sustainability, on the other. We can make a similar distinction 
when evaluating cultural consequences, by either looking at how technologies may 
change the material conditions necessary for certain cultural practices, or how they more 
directly change people’s cultural values and attitudes. 

Clearly, the questions are interrelated and both sets of questions should be sought 
answered in a comprehensive analysis, but the approaches and methods we utilize in 
doing so will typically be centered on one of the two sets. To clarify this further, we can 
attempt to categorize different approaches according to their main concerns.  

On the one hand, some theories and approaches are particularly good at evaluating 
how technologies affect the world. Again, one clear example is Floridi’s notion of ‘re-
ontologization’  (2005) and the use of an informational level of abstraction, which is an 
interesting and often insightful way of conceptualizing how the world changes as a result 
of our increased ability to digitize information . Other examples of this type of approach 
is Actor-Network theory (Latour, 2005), as well as recent post-phenomenological work 
on technological mediation (Verbeek, 2005). The strength of these theories is that they 
shed light on how technologies affect the world and our ways of interacting with the 
world. They do not, however, say much about how technologies affect the mind. Surely, 
the changes to the world that they disclose will very often lead to changes in mind, but 
this is not their main concern.  
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On the other hand, some theories and approaches are particularly good at evaluating how 
technologies affect the mind. Among the approaches in this category, we can include 
approaches that are grounded in some version of virtue ethics or utilitarianism, as well as 
axiological approaches. The main concern of these approaches is not to understand how 
technologies affect the world, but rather how they affect our moral character, behavioral 
dispositions, expectations, quality of life, and so forth. Certainly, technologies often 
affect our mind through changing the world – indeed, they always do so if we regard the 
technology itself as a change to the world. Nevertheless, the main concern of these 
approaches is not to get a better understanding of how states of affairs in the world 
change, but rather to get a better understanding of how mental processes change. This is 
the ultimate goal of the analysis. If we take video game violence as an example, a virtue 
ethical analysis of this phenomenon would not be particularly interested in how these 
games may affect the physical world, but rather how they will affect the mind of those 
who interact with them. Will they make them more aggressive, less altruistic, more 
happy? 

One reason for distinguishing between these approaches is that they give rise to 
different types of normativity, and to show how these can be related to each other. 
Approaches that are primarily interested in changes to the world can be described as 
cautionary. That is, the effects that technologies have on the world will in many cases 
imply a caution; technology x will lead to change y, and this change might be ethically 
problematic. In order to take that last step, however, we need approaches that include the 
mind in order to argue that change y is ethically problematic because it affects the mind 
in a particular way. This can be seen clearly when teaching computer ethics to 
pragmatically oriented computer scientists, where showing that technologies change the 
world will often lead to the perfectly rational question: “That might very well be true, but 
why is that a problem?”. Answering that question must somehow include the mind. 

In the full paper, I will further clarify the nature of this distinction, knowing very 
well that it is problematic and rests on a number of philosophically controversial 
presuppositions. I will also justify why the mind is essential for most topics in computer 
ethics, and discuss what this means for how we ought to approach these topics. Some of 
the main conclusions will be that computer ethics is necessarily and intrinsically a 
pluralist area of investigation, one that needs to address both the world and the mind. 
More substantially, it will be argued that we need to get a much better understanding of 
how different approaches can complement each other and how analyses of changes to the 
world can be integrated into analyses of changes to the mind. I will conclude the paper 
by offering a few suggestions on how to do so, using privacy as one of the main 
examples. 
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Autonomous machines of varying degrees are moving onto the battlefield at an 
overwhelming pace. If left unchallenged, there is good reason to believe that both their 
level of autonomy and overall sophistication will increase exponentially in the future. In 
light of this, it is important that we determine whether or not these sorts of robots should 
have a place in warfare. 

Here I ask whether the development and use of autonomous military robots is 
consistent with the tenets of Just War Theory (hereafter JWT).14 Specifically, the aim of 
this paper is to offer an in depth (albeit preliminary) analysis of whether the creation and 
deployment of autonomous machines in military contexts is morally acceptable, by way 
of assessing the overall justness of automated warfare. If automated warfare is unjust, 
then creating and using robots for this purpose is morally problematic. 

The most anticipated application of advanced autonomous machines is in the 
military sector. Indeed, a disproportionate amount of funding for research on machine 
autonomy has come from military sources for military applications. Insofar as 
autonomous robots can perform actions that have serious ethical consequences (in the 
context of warfare, at least), then they need to be programmed to behave ethically, i.e. to 
perform only those actions that are in line with the appropriate regulations and agreed 
upon customs of just war. Contemporary JWT is the received view on how warfare 
should be conducted. We demand that all (human) combatants abide by the tenets of 
JWT. Moreover, we expect proper restitution, and go to great lengths to ensure that all 
breaches of JWT in practice are punished accordingly. If we want to involve 
autonomous machines in warfare, then they will need to abide by JWT as well. 

 In this paper I take up four issues towards this end: (1) issues of moral 
responsibility; (2) discrimination and proportionality; (3) whether the creation of 
autonomous military machines is consistent with jus ad bellum and wider social justice; 
and (4) whether military machines could be more moral than humans. 

(1) JWT demands that someone be morally responsible for actions in war. Given a 
certain advanced level of machine autonomy, robots will need to be held responsible for 
their own actions. However, doing so seems futile since they have no capacity to suffer 
(Sparrow 2007). One potential limitation of Sparrow’s analysis, however, is that the 
range of autonomous machines whereby something (someone) could still be held 

                                                 
14 Just War Theory works in tandem with the international laws of war and rules of engagement as 

the moral and legal regulations of warfare. Due to space restrictions, I cannot attend to all 
three herein, so I focus exclusively on JWT. 
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responsible is quite large. Limiting the autonomy of machines to the point where a 
human remains in the decision-making/execution loop avoids this problem, since human 
users are the sort of being that can be punished for their moral wrongdoings.  

(2) Autonomous robots will need to be able to accurately and reliably discriminate 
between legitimate and illegitimate targets (i.e. between combatants and noncombatants, 
between surrendering combatants and aggressive combatants, between allies and 
enemies). Whether or not autonomous military machines could be designed to do so in 
real world military contexts remains an open question, although designing a robot with 
these abilities does not seem impossible in principle. Regardless, one point that seems 
uncontentious is that the level of autonomy and the ability of machines to act in real 
world contexts will increase much sooner than our ability to perfect their ability to exert 
the intricacies of discrimination and proportionality at acceptable levels. This is 
important to recognize because, until autonomous robots can accurately and reliably 
discriminate between legitimate and illegitimate targets, then they do not meet this 
requirement of JWT.   

(3) If automated warfare fuels widespread social injustice, including injustices 
outside of the context of warfare specifically, then it is inconsistent with the principles 
underlying JWT (e.g. justice, fairness, respect). This could manifest itself in many ways, 
including increasing the likelihood of (unjust) war15, decreasing the likelihood of 
terminating (unjust) war once it had begun, exacerbating gaps between rich and poor 
nations and strong and weak military forces, et cetera. Moreover, the billions of dollars 
going into the automated military sector could be redirected towards the healthcare or 
education systems (for example), which could serve to remedy the existing status quo 
that finds humans of low socioeconomic status with poorer health and lower education, 
itself a symptom of and catalyst for widespread social injustice. 

(4) Despite the possibility that machines could in some sense be more moral than 
human soldiers under certain circumstances (Arkin 2009; Sullins 2010), automated 
warfare will also witness its fare share of unethical activity. Although substituting 
human combatants for machines is appealing in certain ways, automated war would not 
be less unjust than human warfare overall.  

We seem to be seeking to develop autonomous military machines (in part) because 
we believe that we can treat them like servants and subordinates, yet we also expect 
them to be military and ethical ‘superiors’. The only way we can bring this about in a 
morally justifiable manner is if we restrict their sophistication to a point well before they 
are fully autonomous moral agents (especially akin to human moral agents), and hence 
keep them at a level where we need to keep a human in the loop. But doing so entails 
continuing to sacrifice human lives in battle, and continuing to endure human moral 
transgressions and imperfections in decision-making, all in addition to the new ethical 
challenges that accompany automated warfare. 

There is good reason to suggest that the creation and use of autonomous military 
machines is inconsistent with JWT in several respects. This is an important finding. For 
one thing, it makes it apparent that the creation of certain kinds of autonomous military 
machines is inconsistent with the moral framework that these robots will be expected to 
follow. More importantly perhaps, it places the burden of proof on those who want to 
support the move towards automated warfare and to develop these sorts of machines to 
demonstrate that they can do so in a morally sustainable (just) manner. Minimizing the 
level of sophistication of these robots and keeping humans in the military loop seems to 

                                                 
15 McMahan (2009) has argued convincingly that, for diverse and complicated reasons, the 

majority of wars fought are unjust.  
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be the most prudent course to adopt, one certainly more palatable than automated 
warfare tout court, although needless to say infinitely less desirable than peace. 
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Abstract. In the 21st century we stand on the threshold of welcoming robots into 
domains of human activity that will expand their presence in our lives 
dramatically. One provocative new frontier in robotics, driven by a convergence of 
demographic, economic, cultural and institutional pressures, is the development of 
‘carebots’ - robots intended to assist or replace human caregivers in the practice of 
caring for vulnerable persons such as the elderly, young, sick or disabled. I argue 
that existing reflections on the ethical implications of carebots have thus far 
neglected a critical dimension of the issue: namely, the potential moral value of 
caregiving practices for caregivers.   Instead, the scholarly dialogue has largely 
focused on the potential benefits and risks to care recipients.  Where caregivers 
have been explicitly considered, it is strictly in terms of how they might benefit 
from having the burdens of care reduced by carebots. I stipulate here that properly 
designed and implemented carebots might improve the lives of cared-fors and 
caregivers in ways that would be ethically desirable.  Given the grave deficiencies 
of existing social mechanisms for supporting caregivers, their use may even be 
ethically obligatory in the absence of acceptable alternatives.  Yet I argue that we 
ought to forestall such judgments until we have first adequately reflected upon the 
existence of goods internal to the practice of caregiving that we might not wish to 
surrender, or that it might be unwise to surrender even if we might often wish to 
do so. Such reflection, I claim, gives rise to considerations that must be weighed 
alongside the likely impact of carebots on care recipients. In order to initiate such 
reflection, I examine the goods internal to caring practices and the potential impact 
of carebots on caregivers by means of three complementary ethical approaches: 
virtue ethics, care ethics and the capabilities approach.  I show that each of these 
frameworks can be used to shed light on the contexts in which carebots might 
deprive potential caregivers of important moral goods central to caring practices, 
as well as those contexts in which carebots might help caregivers sustain or even 
enrich those practices. 
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1. Introduction 

We stand on the threshold of welcoming robots into domains of human activity that will 
expand their presence in our lives dramatically. One provocative new frontier is the 
development of ‘carebots’ - robots intended to assist or replace human caregivers in the 
practice of caring for vulnerable persons such as the elderly, young, sick or disabled. Yet 
existing philosophical reflections on the ethical implications of carebots have thus far 
neglected a critical dimension of the issue: the potential moral value of caregiving 
practices for caregivers. Instead, the dialogue has largely focused on the potential 
benefits and risks to care recipients. Indeed, properly designed and implemented 
carebots might improve the lives of both cared-fors and caregivers in ways that would be 
ethically desirable. Their use may even be ethically obligatory in the absence of 
acceptable alternatives. Yet I argue that such judgments are premature until we have 
adequately reflected upon the potential existence of goods internal to the practice of 
caregiving that we might not wish to surrender, or that it might be unwise to surrender 
even if we might often wish to do so.  
 Such reflection, I claim, gives rise to considerations that must be weighed alongside 
considerations of the likely impact of carebots on care recipients. Taking as a guiding 
insight Coeckelbergh’s (2009) claim that we must look beyond mere application of 
“external” ethical criteria for human-robot relations, I propose to examine the goods 
internal to caring practices and the potential impact of carebots on caregivers by means 
of three complementary ethical approaches: virtue ethics, care ethics and the capabilities 
approach. Each of these philosophical frameworks sheds new light on: 1) the contexts in 
which carebots might deprive potential caregivers of important moral goods central to 
caring practices, 2) contexts in which carebots might help caregivers sustain or even 
enrich those practices, and 3) the specific nature of those moral goods. 

2. Carebots and the ethical significance of caring practices 

2.1. THE VIRTUES OF CARE 

A virtue-ethical account offers rich resources for our inquiry in the form of a range of 
moral virtues that can be cultivated and sustained through caring practices.  Patience, 
understanding, charity, prudence, reciprocity and empathy can each be cultivated 
through sustained caring activity.  ‘Excellent carers’ manifest a powerful ability to 
anticipate and interpret the needs of others, even when not explicitly communicated.  
They habitually express effective responses to those needs, even in unusual or rapidly 
changing situations. They are able to maintain emotional bonds with others, even under 
physically and mentally demanding circumstances.  They enable the autonomy and self-
expression of those they care for, to whatever degree possible. If Aristotle is right that 
the virtues must be cultivated by habitual performance of practices appropriate to their 
expression (1984, 1103b1), then caring practices are an important, perhaps even 
essential, part of one’s moral development.  This is a compelling reason to examine the 
potential impact of carebots designed to free us from those practices.  Yet carebots have 
also been proposed as a means of facilitating deeper human engagement in caring 
practices, by taking over routine or unpleasant chores that drain our energy for giving 
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good care. (Coeckelbergh, 2010).  This suggests the need for a sustained study of which 
kinds of caring practices are most critical for the cultivation of caring virtues.  Such a 
study, guided by a virtue-ethical framework, could greatly assist the ethical 
implementation of carebots by providing carebot developers, institutions, and caregivers 
with critical information about the moral value of various caregiving practices. 

2.2. CARE ETHICS, CAREBOTS AND THE ETHICAL IDEAL 

Care ethics provides another source of insight. Noddings (1984) offers an account of the 
‘caring relation’ that takes it to be ethically primary in human existence - a source not 
only of individual virtues, but also (and more fundamentally) of an ethical ideal that 
motivates and guides human flourishing. I will argue that carebots might be used to 
modify contexts of care in ways that preserve or enhance this ethical ideal, allowing us to 
be engrossed in the needs of the other, moved to attend to them, and open to the 
responses of those for whom we care.  Yet Noddings’ account can also remind us that 
our aim is not to be liberated from the caring relation itself, for if she is right, this is the 
only human relation through which our own ethical ideal can be nurtured.    

2.3. CARING AND THE CAPABILITIES APPROACH 

Nussbaum’s capabilities approach provides a third perspective on the goods internal to 
caring practices.  Among the capabilities emphasized by Nussbaum as critical to human 
flourishing (2006, 76-77), I argue that affiliation, practical reason and emotion are each 
realized, to a critical degree, through caring practices.  For it is at least partly through 
providing care that I develop the intimate knowledge of human vulnerability needed to 
fully exercise these capabilities.  We must therefore reflect carefully on the way in which 
the introduction of carebots in society could inhibit or enhance their development. 

5. Conclusion 

Together these conceptual frameworks can remind us that in reflecting upon the ethical 
portent of carebot technology, we must consider more than just the quality of care robots 
can give, the relevant preferences and likely reactions of cared-fors, or the strong social 
pressures we face to better meet the needs of the vulnerable among us.  These are all 
serious ethical considerations to which we must carefully attend in weighing the costs, 
benefits and risks of carebot implementation – but it is of critical importance that we not 
overlook the moral goods internal to caring itself. 
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CO-CONSTRUCTION AND CO-MANAGEMENT OF ONLINE 
IDENTITIES 

A Confucian Perspective 

PAK-HANG WONG 
Department of Philosophy,  
University of Twente 

Abstract. In information and computer ethics, the discussion of personal identities 
online (PIOs) is often framed as if individuals are victims who need protection, 
e.g. privacy, identity theft, etc. In this respect, many of the discussions related to 
PIOs in the current literature are negative in that they aim to provide and justify 
certain constraint and restrictions on (the use of) PIOs. While the issues 
concerning privacy, identity theft, etc. are undoubtedly important, the lone focus 
on negative aspects related to PIOs is undesirable, for it has undermined the scope 
of issues related to PIOs, particularly, the more positive issues pertaining to PIOs, 
e.g. how we should construct and manage our PIOs. Recently, Noëmi Manders-
Huits has studied the notion of “identity management” in the context of 
information technology. Manders-Huits’s article is significant, because she has 
explicitly turned away from the negative issues and moved on to issues about the 
construction and management of identities in IT, which are far more positive. As 
such, her discussion introduced a new area of research that is so far largely 
neglected. Although her study of identity management is illuminating, I think her 
account is unsatisfactory ultimately, as she failed to properly acknowledge one 
important facet of PIOs, namely they are co-constructed and co-managed. The aim 
of this paper, therefore, is to remind of the fact that PIOs are co-constructed and 
co-managed, and to identify some conceptual and ethical issues arise from it. 
Finally, I will outline the answers to the issues using a Confucian notion of 
personhood and identity. 

1.  

In information and computer ethics, the discussion of personal identities online (PIOs) is 
often framed as if individuals are victims who need protection, e.g. privacy, identity 
theft, etc.   In this respect, many of the discussions related to PIOs in the current 
literature are negative in that they aim to provide and justify certain constraint and 
restrictions on (the use of) PIOs. As Shoemaker noted, most of the literature in the field 
attempted to specify “a protected zone of private information, consisting in information 
about me.” (Shoemaker 2010, 3-4) While the issues concerning privacy, identity theft, 
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etc. are undoubtedly important, the lone focus on negative aspects related to PIOs is 
undesirable, for it has undermined the scope of issues related to PIOs, particularly, the 
more positive issues pertaining to PIOs, e.g. how we should construct and manage our 
PIOs. Recently, Noëmi Manders-Huits (2010) has studied the notion of “identity 
management” in the context of information technology. Manders-Huits’s article is 
significant, because she has explicitly turned away from the negative issues and moved 
on to issues about the construction and management of identities in IT, which are far 
more positive. As such, her discussion introduced a new area of research that is so far 
largely neglected. Although her study of identity management is illuminating, I think her 
account of is unsatisfactory ultimately, as she failed to properly acknowledge one 
important facet of online identities, namely online identities are co-constructed and co-
managed. The aim of this paper, therefore, is to remind of the fact that online identities 
are co-constructed and co-managed, and to identify the conceptual and ethical issues 
arise from it. Finally, I will outline the answers to the issues using a Confucian notion of 
personhood and identity. 
 I will begin this paper with Manders-Huits’s account of identity management. 
According to Manders-Huits, there are two senses of “identity management”. The first is 
being used predominantly in the technical discourse, where identity management refers 
to the practice of collecting, organising and, subsequently, utilising personal information 
for the purpose of (re-)identification and categorisation. (Manders-Huits 2010, 47) And, 
the second sense of identity management involves not only a set of description about the 
individual; it also involves reflexive, self-identification with some sets of beliefs, values 
or ideals, where those beliefs, values and/or ideals provide reasons for our actions and, at 
the same time, make the actions genuinely ours. (see, e.g. Korsgaard 1996; Frankfurt 
1998, 1999, 2004 & 2006) Identity management in the second sense, therefore, requires 
individuals to manage their beliefs, values and ideals, and to resolve possible conflicts 
among them. (Manders-Huits 2010, 48-9) As she rightly pointed out, identity 
management is an issue deserving more attention, as there is a discrepancy between the 
two senses of “identity management”, and the moral and practical dimension of identity 
is currently not being taken into account in both the technical discourse and in the 
technologies. Yet, for the centrality of moral and practical identity in our lives, the 
negligence of it has to be rectified. I agree entirely with her claim, but I shall also point 
out that identity management will become more important as information technology 
continues to develop and being adopted. 

2.  

As information technology (and the Web) continues to advance, it will – to use Luciano 
Floridi’s terminology – re-ontologise the nature of ourselves and our world. According 
to Floridi, we are (becoming) inforgs, i.e. “connected informational organisms” living in 
an infosphere, i.e. “an environment constituted by all informational entities […], their 
properties, interactions, processes and mutual relations.” Floridi (2007, 60, 62 & 59) At 
certain point, Floridi argued, the boundaries between the life offline and the life online 
will eventually evaporate, and by then individuals will be living in the Web Onlife.  
Among other characteristics, the onlife of inforgs in an infosphere is characterised by 
instant, seamless exchanges of offline and online information.  In other words, the flow 
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of (personal) information will become, at least, bi-directional. What it means is that 
when individuals act on the Web, it will have immediate and direct impacts on their non-
Web counterparts. In this scenario, identity management for online identities becomes 
essential. Since it will no longer be possible to distinguish the offline and the online, it 
will be impossible to dissociate online identities from offline identities too. Or, to put it 
differently, what remains are onlife identities. 
 While Manders-Huits is right to point out that identity management is an important 
issue for researchers in information and computer ethics, I shall argue that her account of 
identity management is unsatisfactory, because she has failed to properly acknowledge 
the fact that online identities are co-constructed and co-managed by multiple parties. 
This failure is reflected in her suggestion to engineers and technology designers, when 
she remarked that they “should provide ways for individuals to construct and maintain 
their [reflexive, self-identification with some sets of beliefs, values or ideals] and [some 
sets of descriptions about themselves], in addition to their administrative, forensic 
counterpart.” (Manders-Huits 2010, 54) It is obvious that the emphasis is on empowering 
individuals in managing their personal information. Yet, what is missing here is that: 
while it is true that individuals construct and manage their online identities, we are not 
the only one who contributes to their construction and management. For example, a 
person’s profile on Facebook is not only what that person inputs, but the totality of 
information on the profile, including his/her friends, conversations, etc. In other words, 
not all identity-related information is under the person’s control. In light of this, I shall 
argue that there is a need to reconceptualise PIOs in terms of co-construction and co-
management; and, I shall also argue that unless the person is omnipotent and 
omnipresence, empowering individuals is always insufficient.  

3.  

At this point, I suggest that we can learn a lesson from Confucianism. I will point out that 
Confucians conceptualised personhood and identity as inherently interdependent and 
relational. (Wong 2004; Lai 2006; Yu & Fan 2007) And the Confucian personhood and 
identity, I shall argue, provide us an alternative way to conceptualise PIOs, which can 
take into account the co-construction and co-management of PIOs. Moreover, 
accompanied with the Confucian personhood and identity is an ethics, which is based on 
individuals’ social roles. (Nuyen 2009) Here, I will suggest that the role-based ethics in 
Confucianism offers a fitting complement to the Manders-Huits’s strategy of individual 
empowerment. 
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REFLECTIVE INEQUILIBRIUM 

BERT BAUMGAERTNER 
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Abstract. I show that under a traditional introspective method of philosophical 
investigation,  certain projects of conceptual analysis are bounded by a reflective 
inequilibrium. That is, although it is possible to make some progress towards 
bringing our classificatory intuitions and the relevant criteria into agreement, there 
is a barrier that cannot be overcome with traditional methods when the concept in 
question is plastic. We can show the limitations of the traditional method of 
conceptual analysis by considering its computational analog.  Suppose we have an 
algorithm C that determines a set of cases that fall under a given concept and 
another algorithm T which tests cases by consulting C (which responds with `Yes' 
or `No').  If C is static (and decidable), then in principle T can develop a criterion 
for it. Moreover, every verification procedure that T uses to check the match yields 
consistent results. However, this turns out not to be the case when C is plastic. 
Even if we assume the best case scenario in which a proposed criterion matches 
the set of cases determined by the concept, testing cases near the boundary moves 
the boundary, and so the criterion will no longer match. So even if an algorithm 
gets a match via a lucky guess, it is unable to verify the match. A state of affairs 
where no perfect match can be verified is a reflective inequilibrium. That some 
concepts are plastic is supported by empirical evidence which shows that 
classificatory intuitions can be affected by the order in which cases are considered. 
Swain et al. (2008) found that individual intuitions can vary according to whether, 
and which, other thought experiments were considered first. It is likely that the 
varying intuitions track shifts in the classificatory dispositions of our concepts.  In 
fact, it is well accepted in cognitive psychology and cognitive science that human 
concepts are flexible and dynamic in this way. Interestingly then, a computational 
approach to traditional introspect methodology thereby gives us a possible 
explanation for why conceptual analysis is so difficult and usually unsuccessful. 

 

Extended Abstract 

In this paper, I show the far-reaching effects of the computational turn by shedding light 
on a traditional problem. Specifically, I show that under a traditional introspective 
method of philosophical investigation, certain projects of conceptual analysis are 
bounded by a reflective inequilibrium.  
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In the philosophical literature, particularly in certain domains of epistemology, it is 
assumed that a conceptual analysis of knowledge, for example, is possible through a 
process of reflective equilibrium. This process is a virtuous circle, where we make some 
headway on settling which cases count as knowledge in order to develop some criteria, 
and we let the development of criteria help us settle on which cases count as knowledge.  
As I will show however, although it is possible to make some progress towards bringing 
these two into agreement, there is a barrier that cannot be overcome with traditional 
methods when the concept in question is plastic. Since it is plausible that our concept of 
knowledge is plastic (Weinberg et al., 2001), the possible progress of an analysis given 
traditional methods is bounded by a reflective inequilibrium.   
 More specifically, a traditional method of doing conceptual analysis can be 
characterized as the attempt to bring into agreement our classificatory intuitions about 
cases and a proposed criterion that defines the relevant set of cases.  We then proceed by 
testing proposed criteria. This is done by a) introspectively checking whether every 
possible case as specified by a criterion is an instance of the concept in question, and b) 
introspectively checking whether every possible instance of the concept in question is a 
possible case specified by the criterion. 
 We can show the limitations of the traditional method of conceptual analysis by 
considering its computational analog.  We have an algorithm C that determines a set of 
cases that fall under a given concept.  We then have another algorithm T which tests 
cases by consulting C (which responds with `Yes' or `No'). Given data from C, T 
attempts to develop a criterion for the set of cases determined by C.  If this set is static 
(and decidable), then in principle T can develop a criterion for it.  Moreover, every 
verification procedure that T uses to check the match yields consistent results.  However, 
this turns out not to be the case when C is plastic.  
 Let us assume the best case scenario in which a proposed criterion matches C.  In 
order for T to verify the match, it must test some cases again. But since C is plastic, 
testing cases near the boundary moves the boundary, and so the criterion will no longer 
match C. Then T will get an inconsistent result for some verification procedure.  So even 
if T gets a match via a lucky guess, it is unable to verify the match. Let us call a state of 
affairs where no perfect match can be verified a reflective inequilibrium. 
 We have appealed to an intuitive notion of plasticity.  More rigorously, plasticity 
can be implemented in an artificial cognitive system by the specification of two features: 
i) the conditions for when the boundary of a concept shifts, and ii) how much the 
boundary of the concept shifts.  Such algorithms behave in the following way.  When 
given cases to classify near the boundary, the boundary shifts by some amount, so that 
future cases which may have been classified positively (negatively) may now be 
classified negatively (positively).  Boundary shifting is more or less stable depending on 
how the cases are selected for testing and how features (i) and (ii) are specified.   
That some concepts are plastic is supported by empirical evidence which shows that 
classificatory intuitions can be affected by the order in which cases are considered. For 
example, Swain et al. (2008) found that individual intuitions can vary according to 
whether, and which, other thought experiments were considered first. It is natural to 
suppose that the varying intuitions track shifts in the classificatory dispositions of our 
concepts.  In fact, it is well accepted in cognitive psychology and cognitive science that 
human concepts are flexible and dynamic in this way.  Psychologists such as Laurence 
Baraslou (1987) and James Hampton (2007) have suggested that this is a good thing, for 
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it provides us with the capacity to track environmental changes while maintaining the 
identity of the relevant concept(s).  Let the plasticity hypothesis be the hypothesis that 
our concepts are apt to change their classificatory dispositions.   
 In sum, taking a computational approach to traditional introspective conceptual 
analysis illuminates the limitations of this particular methodology.  It is common to think 
that a barometer of how well we understand cognitive capacities is our ability at 
simulating artificial systems. Given that we have adequate algorithmic implementations 
of the plasticity hypothesis and the traditional methodology, we can rigorously prove 
limitations of the traditional methodology.  We thereby have a possible explanation for 
why conceptual analysis is so difficult and usually unsuccessful -- introspection can 
provably only take us part of the way.  Consequently, the computational approach can 
make way for the development of additional tools to study human capacities of 
categorization.  

Acknowledgements 

Thanks to Adam Sennet and attendees of the philosophy graduate student workshop at 
UC Davis for helpful suggestions in the initial development of the ideas. Special thanks 
to Bernard Molyneux for comments and support.  

References 

Barsalou, L. (1987). The instability of graded structure: Implications for the nature of concepts. 
In: U. Neisser (Ed.), Concepts and Conceptual Development: Ecological and Intellectual 
Factors in Categorization (pp. 101–140). Cambridge: Cambridge University Press. 

Hampton, J. (2007). Typicality, graded membership, and vagueness Cognitive Science: A 
Multidisciplinary Journal 31 (3) (pp. 355–384). 

Swain, S., J. Alexander, and J. Weinberg (2008). The instability of philosophical intuitions: 
Running hot and cold on truetemp. Philosophy and Phenomenological Research 76 (1) (pp. 
138–155). 

Weinberg, J., S. Nichols, and S. Stich (2001). Normativity and epistemic intuitions. Philosophical 
Topics 29 (1-2) (pp. 429–460). 



The Computational Turn: Past, Presents, Futures? 

 - 205 - 

THE INFORMATION-COMPUTATION TURN: A HACKING-TYPE 
REVOLUTION  

ISRAEL BELFER 
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Abstract. Hacking’s Styles of Reasoning (Hacking 1981, 1992) are utilized to 
describe the impact Information Theory has had on science in the 20th century in 
theory and application. A generalized, Information-laden scientific style of 
reasoning is introduced, generalizing the information-theoretical and 
computational turn in science and society. Information-laden science will be 
examined according to Hacking's criteria for a new Style, and its associated 
'revolution' (Schweber and Watcher, 2000). These criteria include a new scientific 
vocabulary as well as a wider social and conceptual context. The specific branch of 
science chosen to exhibit the new style is physics, which manifests a wide range of 
a style's attributes: science  in an information-age (‘e-science’); hard-theoretical 
physics such as Black-Hole Thermodynamics (BHTD) and the consequent Black-
Hole Wars (Suskind, 2008); the advent of Quantum Information Theory (QIT) – 
namely Quantum Information and Quantum Computation.  

1. Introduction – Hacking Type Revolutions 

Hacking's Styles of Reasoning (Hacking 1982, 1992; Crombie, 1994) are meta-concepts 
that arrange the scheme of ideas and practices in science and society. They are described 
as: 
 “The active promotion and diversification of the scientific methods of late medieval 
and early modern Europe reflected the general growth of a research mentality in 
European society, a mentality conditioned and increasingly committed by its 
circumstances to expect and to look actively for problems to formulate and solve, rather 
than for an accepted consensus without argument. The varieties of scientific method so 
brought into play may be distinguished as: 
 (a) the simple postulation established in the mathematical sciences, 

(b) the experimental exploration and measurement of more complex observable 
relations, 

 (c) the hypothetical construction of analogical models, 
 (d) the ordering of variety by comparison and taxonomy, 

(e) the statistical analysis of regularities of populations and the calculus of 
probabilities, an 
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 (f) the historical derivation of genetic development. 
The first three of these methods concern essentially the science of individual regularities, 
and the second three the science of the regularities of populations ordered in space and 
time.” 
 The rise of a Style of Reasoning manifests in a Hacking-Type Revolution that 
accompanies a new Style.  

 1.1 A NEW HACKING-TYPE REVOLUTION 

Schweber & Watcher (2000) recognized in the computational (information-processing) 
revolution the rise of such a Style: “We are witnessing another Hacking type revolution, 
which for lack of a better name we call the ‘complex systems modeling and simulation’ 
revolution, for complexity is one of its buzzwords and mathematical modeling and 
simulation on computers constitute its style of reasoning”. This Style and its 
revolution should be adopted and combined with the ubiquity of Information-Theoretical 
terminology in science (Arndt, 2004), into a generalized form. That is, a Hacking-Type 
revolution of Information-laden science, with digitized Information  as its Style.  
 By expanding on the same theme of the Hacking type revolution to include 
communication and cryptography, one achieves more than a parceling together of the 
theoretical basis for these fields of research. It in fact relays a basic theme in science and 
technology, since communication and computation – Information transfer and processing 
– are inextricably linked theoretically and practically. The common thread connecting all 
of these theoretical approaches and applied technologies is the modern concept of 
quantified information.  

 1.2 INFORMATION-LADEN PHYSICS 

The technological and theoretical growth embodied in the fields of computation and 
communication amalgamates into a Style of Reasoning with Digitized Information 
(Shannon, 1948) at its core: That is, information and its measures (Arndt, 2004). A 
science laden with Information (paraphrasing ‘theory-laden’ science) is saturated with 
direct and indirect reliance on IT and Information measures for defining problems and 
their solutions, influencing the theory and the practice of science. Experiment becomes 
data acquisitions (Brillouin, 1956); analysis - the computerized simulation and 
processing of relevant datasets. 
 Much of this process is due to Maxwell’s Demon (Leff, 2003), the thought 
experiment that challenged the second law of thermodynamics since the end of the 19th 
century. Attempts to deal with it catalyzed lines of theoretical research that primed 
physics for a turn towards Information, prompting the tight connection between the 
thermodynamics of computation and IT (Bennet, 1973).   
 This shift is reinforced by a deeper moment in abstract theoretical work: IT as 
scientific modeling of nature, such as the Maximum Entropy Principle (Jayens, 1957). 
The declaration that 'Information as physical' (Landauer, 1991; Karnani et al, 2009) 
connects communication and computation together with fundamental physics and the 
second law of thermodynamics. Considered by some as 'the new language of science' 
(von Bayer, 2005), a new 'metaparadigm' in popularized depictions of the change 
(Siegfried, 2000; Seife 2006).  
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2. New Fields of Information-Laden Physics 

The 20th century saw the development of core mathematical-physics imbued with IT 
(von Baeyer, 2005), i.e. Information-laden science. Jakob Bekenstein’s seminal work on 
Black Hole Thermodynamics (BHTD) (Bekenstein, 1973,2006). Fields of research such 
as Quantum Information Theory (Fuchs, 2010) and String Theory (Susskind, 2008) do 
more than utilize Shannon’s Information-Entropy measure. They link physical reality to 
computation and cryptography.  
 BHTD and M-Theory produced the Holographic Principle (t’Hooft, 1993; 
Susskind, 1995) according to which physical reality is encoded onto the surface area of 
the universe. QIT bodes the possibilities of pan-computationalism (Lloyd, 2006; 
Feynman, 1981;  Zuse, 1967) with all physical phenomena understood as bit-flipping. 
Wheeler (1990) takes it even further: every physical object essentially Informational – 
his famous aphorism “It from Bit”. 

3. New Style – Spheres of Science and Society 

3.1 NEW SENTANCES, OBJECTS AND LAWS. 

A new Style enjoys a new semantic field of definitions, sentences and criteria for the 
proper conduct of science (Hacking, 1992). The new aforementioned topics and 
disciplines in science are built on precisely such constructs. It is through Information 
terminology that the Holographic principle and its ramifications on the criteria for a 
well-constructed M-Theory can be expressed; that the computational universe can be 
entertained and weighed as a model for physical reality   

3.2 THE INFORMATION AGE 

The wider social setting for these changes in science are explored in the sociological, 
economic and political research of the Information-Age (Castells, 2004). The 
Theoretical, applied scientific and technological spects of the Information-laden 
revolution are organic to this social moment. 
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Abstract. The formal study of narratives goes back to the Russian structuralist 
school, paradigmatically represented by the 1928 study Morphology of the 
Folktale by Vladimir Propp. Researchers in the field of computational narratology 
have developed the general Proppian methodology into various formal and 
computational frameworks for the analysis, automated understanding and 
generation of narratives. Methodological issues in this research field give rise to 
concrete research questions such as “How much does the representation of a 
narrative in a given formal framework depend on subjective decisions of the 
formalizer?'” touching philosophy of computing and philosophy of information. In 
order to approach the mentioned question, we consider the process of formal 
representation of a narrative as a natural analogue of the task of annotation in 
computational linguistics and corpus linguistics. We use the Russian folktales 
formalized by Propp and let them be formalized by annotators according to 
Propp's system, evaluating these results according to the standards of inter-
annotator agreement. 

 
 
The formal study of narratives goes back to the Russian structuralist school, 
paradigmatically represented by the 1928 study Morphology of the Folktale by Vladimir 
Propp (1928) in which he identifies seven dramatis personae and 31 functions that allow 
him to formally analyse a corpus of Russian folktales. 
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Researchers in the field of computational narratology (or “computational models of 
narrative”) have developed the general Proppian methodology into various formal and 
computational frameworks for the analysis, automated understanding and generation of 
narratives. Examples for this are Lehnert (1981)'s Plot Units, Rumelhart (1980)'s Story 
Grammars, Schank (1982)'s Thematic Organization Points (TOPs), Dyer (1983)'s 
Thematic Abstraction Units (TAUs), or Turner (1994)'s Planning Advice Themes 
(PATs). Over the last decades, the main interest of this research community lay in the 
technical challenges that the computational treatment of narratives brings, but recently, 
there is again increased interest in the methodological and conceptual issues involved, 
linking this research closely to questions of the philosophy of information (cf. the paper 
(Löwe to appear) presented at the 3rd Workshop for the Philosophy of Information). 
This interest is witnessed by workshops such as the recent AAAI workshop on 
Computational Models of Narrative that brought researchers from this field together 
with philosophers, narratologists and professional story tellers. The methodological 
issues involved give rise to concrete research questions such as 
 

• How do you compare formal frameworks of narrative? (Cf. Löwe 2010 and 
Löwe to appear.) 

• How do you assess the quality of a formal framework of narrative? 
• How much does the representation of a narrative in a given formal framework 

depend on subjective decisions of the formalizer? 
 
Question 1. is a genuinely philosophical question, but also the more technical questions 
2. and 3. are very relevant for gaining philosophical insight into what constitutes the 
formal core of the concept of narrative. In this paper, we approach question 3. of the 
above list. To this end, we think of the process of formal representation of a narrative in 
a formal system as a natural analogue of the task of annotation in corpus linguistics and 
computational linguistics. Whereas typical annotation tasks involve annotation of 
sentences or discourses (cf., e.g., Marcus et al. 1993, Brants 2000, Passonneau et al. 
2006), the formalization or annotation of a narrative is at the next level of complexity, 
involving sequences or systems of discourses, connected to a narrative. First studies 
suggest that question 3. is not easy to tackle for the following reasons: First, ambiguity 
which in typical linguistic annotation is a rather confined phenomenon becomes 
ubiquitous at the level of narratives: the natural answer to a formalization task is not one 
annotation, but a family of consistent annotations (cf. Löwe 2010, §2). Secondly, even 
allowing for multiple annotations, it is not clear whether consensus about whether a 
given annotation is a valid representation of a narrative is easy to achieve. 
 Of course, these questions naturally reflect a well-known discussion from 
computational linguistics: in sentence- or discourse-level annotation, the quality of 
annotation is typically studied as inter-annotator agreement (Carletta et al. 1997, Marcu 
et al. 1999). For the annotation or formalization of narratives, no such analysis has ever 
been done, not even with the oldest and best-known formal approach to narrative 
structure, the Proppian narratemes. 
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In this study, we use English translations of the Afanas'ev tales formalized by Propp 
(Afanas'ev 1973), train a group of annotators in the use of Propp's system, and then let 
them formalize a selection of tales in that formal framework. We evaluate these results 
according to the standards of inter-annotator agreement from computational and corpus 
linguistics (Carletta et al. 1997). 

References 

Afanas'ev, A (1973). Russian fairy tales. Pantheon. Translation by Norbert Guterman from the 
collections of Aleksandr Afanasev. Folkloristic commentary by Roman Jakobson. 

Brants, T. (2000). Inter-annotator agreement for a German newspaper corpus. In: Proceedings 
Second International Conference on Language Resources and Evaluation LREC-2000. 

Carletta, J.C., Isard, A., Isard, S., Kowtko, J., Doherty-Sneddon, G. & Anderson, A (1997). The 
reliability of a dialogue structure coding scheme. Computational Linguistics, 23(1):13-31. 

Dyer, M.G. (1983). In-depth understanding: A computer model of integrated processing for 
narrative comprehension. Artifcial Intelligence Series. MIT Press. 

Lehnert, W.G. (1981). Plot units and narrative summarization. Cognitive Science, 4:293-331. 
Löwe, B. (2010). Comparing formal frameworks of narrative structures. In M. Finlayson (Ed), 

Computational Models of Narrative. Papers from the 2010 AAAI Fall Symposium, (pp. 45-
46). Volume FS-10-04 of AAAI Technical Reports. 

Löwe, B. (to appear). Methodological issues in comparing formal frameworks for narratives. In P. 
Allo & G. Primiero (Eds), 3rd Workshop on the Philosophy of Information. Koninklijke 
Vlaamse Academie van België voor Wetenschappen en Kunsten. 

Marcu, D., Romera, M. & Amorrortu, E.A. (1999). Experiments in constructing a corpus of 
discourse trees: Problems, annotation choices, issues. In: Workshop on Levels of 
Representation in Discourse, (pp. 71-78). 

Marcus, M.P., Santorini, B. & Marcinkiewicz, M.A. (1993). Building a large annotated corpus of 
English: The Penn Treebank. Computational Linguistics, 19:302-330. 

Passonneau, R., Habash, N. & Ramnow, O. (2006). Inter-annotator agreement on a multilingual 
semantic annotation task. In: Proceedings LREC-2006. 

Propp, V. (1928). Morfologiya skazki. Leningrad: Akademija. 
Rumelhart, D.E. (1980). On evaluating story grammars. Cognitive Science, 4:313-316. 
Schank, R.C. (1982). Dynamic memory: A theory of reminding and learning in computers and 

people. Cambridge University Press. 
Turner, S. (1994). The creative process. A computer model of storytelling. Lawrence Erlbaum 

Associates. 



Proceedings IACAP 2011  

 - 212 - 

COMPUTERS AND PROCRASTINATION  

“I’ll just check my Facebook quick a Second...” 

NICK BREEMS 
Dordt College 
Sioux Center, United States 
and 
University of Salford 
Salford, United Kingdom 

Abstract. There seems to be something about computer technology that tempts us 
towards procrastination. This paper uses a philosophical toolkit to investigate why 
this might be, and how we can address the problem. We employ a framework for 
understanding the human use of computers developed by Andrew Basden. 
Basden's work is based on the thought of 20th century Dutch philosopher Herman 
Dooyeweerd, who makes the strong claim that reality is meaningful in a wide 
variety of mutually irreducible aspects. The non-reductionist approach of 
Dooyeweerd's philosophy allows Basden’s framework to take everyday life 
seriously. Thus one of the strengths of a philosophical approach based on 
Dooyeweerd's thought is its ability to highlight important aspects of a problem that 
may be understudied. In this paper, the framework is used to perform an analysis 
of a particular example of computer-based procrastination, and potential avenues 
for investigation are highlighted that weren't immediately apparent when thinking 
about the problem generically. Thus we demonstrate that the use of a 
comprehensive framework for understanding the human use of computers and 
information systems from an everyday perspective shows some promise of 
providing insight into complex and challenging problems that arise in our 
information technology saturated culture. 

1.  Introduction 

There seems to be something about computer technology and internet connectivity that 
distracts us, that tempts us towards procrastination. This is borne out by personal 
experience, by anecdotal evidence (Breems, 2009), and by research (Lavoie and Pychyl, 
2001; Thatcher, Wretchko, and Fisher, 2008). For a tool widely believed to enhance our 
productivity, this is remarkable.  
 This naturally leads us to two questions:  

1. Why is this?  
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2. How can we address this problem? What changes can we make in the 
way we design and implement computer systems or in the way we 
approach and use such technology that would reduce these distracting 
tendencies? 

Research in the philosophy of computers and information systems can help us understand 
the use of computers as it plays out in everyday human living. This paper employs a 
framework for understanding the human use of computers developed by Andrew Basden 
(2008) in his book Philosophical Frameworks for Understanding Information Systems. 
We use this framework to analyze computer-induced procrastination, and demonstrate 
that philosophical tools can bring fresh insight to vexing problems.  

2.  Basden’s Framework 

In Chapter 4 of his book, Basden proposed a framework for understanding Human Use 
of Computers (the HUC framework), based work of 20th century Dutch philosopher 
Herman Dooyeweerd (1984). Dooyeweerd’s thought is deeply non-reductionist: He 
made the strong claim that reality is meaningful in a wide variety of mutually irreducible 
aspects. Dooyeweerd identified a suite of fifteen such modal aspects, and posited that 
each of these aspects operates under a different set of laws which enable meaningful 
functioning in that aspect. Based on these insights, the HUC framework analyzes any 
particular use of computer technology along two axes. Horizontally, all computer use 
exists as three simultaneous functionings, because we’re interacting with three different 
types of entity:  
Human/Computer Interaction (HCI)  To use a computer, we must interact with the 

computer itself: both with the hardware and with the user interface portions of 
the software.  

Engaging with Represented Content (ERC) Computer programs represent content we 
engage with that is meaningful to us. For example, when we use an email 
program, it is not the internal voltages inside the CPU or the glowing of pixels 
on the screen that have direct meaning in our lives, but rather the content of the 
email messages and the information that they carry.  

Human Living with Computers (HLC)  The use of the computer plays out in our 
everyday lives; its effects escape the “box” that is the computer and affect 
things “out here” in our lived reality.  

Vertically, he analyzes each of these functionings among each of Dooyeweerd’s modal 
aspects: 
 Quantitative of discrete amount  
 Spatial of continuous extension  
 Kinematic of flowing movement  
 Physical of energy and mass  
 Biotic/Organic of life functions and integrity of organism  
 Sensitive/psychic of sense, feeling, and emotion  
 Analytical of distinction, conceptualizing, and inferring  

 Formative of formative power and shaping, in history, culture, creativity, 
achievement, and technology  

 Lingual of symbolic signification  
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 Social of respect, social interaction, relationships, and institutions  
 Economic of frugality, skilled use of limited resources  
 Aesthetic of beauty, harmony, surprise, and fun  
 Juridical  of “what is due”, rights, responsibilities  
 Ethical of self-giving love, generosity, care  
 Pistic of faith, commitment, trust, and vision  
The non-reductionist approach of Dooyeweerd’s philosophy allows the framework to 
take everyday life seriously. That is, in our everyday experience of reality, we do not 
intuitively experience everything as mathematical, physical, or logical, but rather as 
diversely meaningful. The laws for the earlier aspects are largely descriptive; that is, we 
cannot disobey these laws (e.g. the law of gravity). The later laws, on the other hand, are 
prescriptive, and thus normative. They tell us how we ought to function, but do not force 
us to do so. For example, in the economic aspect, the law/norm of frugality tells us that 
we ought to use our time wisely. It allows us to make predictions about what kinds of 
consequences we can expect from obeying or not obeying that norm, but the choice to 
follow the norm or not is ours to make.  

3.  Use of the framework to analyze procrastination 

One of the strengths of a philosophical approach such as Basden’s framework is its 
ability to highlight important aspects of a problem that may be understudied. In this 
paper, the framework is used to perform an analysis of a particular example of computer-
based procrastination, playing an online dice game instead of writing a paper. Potential 
avenues for investigation are highlighted that weren’t immediately apparent when 
thinking about the problem generically:  

• All of the dysfunction occurs in the HLC (Human Living with Computers) 
category, while most of the benefits of procrastinating (usually psychic and 
aesthetic) occur in the ERC (Engaging with Represented Content) functioning. 
Because ERC is a category that is much more within the control of a software 
designer, this points to the hope that design alternatives could help in 
addressing the problem.  

• The proximity of the procrastinatory activity to the legitimate activity, both 
spatially and kinesthetically, eases the transition from real work to work 
avoidance. Although designing a computer to put physical distance between, 
for example, the use of a word processor and playing a game seems infeasible, 
there are potential designs which would increase the psychological distance 
from one activity to the other.  

• The HLC functioning in the Pistic aspect indicates that procrastination is a 
failure of commitment: We are insufficiently committed to the course of 
action we are committed to, resulting in a break of faith with other people in 
our lives, our selves, and ultimately, with our religious convictions. A similar 
theme is suggested by Pychyl (2008). 

Performing an analysis such as this, and evaluating the insight that results, is a 
preliminary way of testing the utility of the HUC framework itself. Thus we demonstrate 
that the use of a comprehensive framework for understanding the human use of 
computers and information systems from an everyday perspective shows some promise 
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of providing insight into complex and challenging problems that arise in our information 
technology saturated culture. 
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Abstract. We show how it is possible to use explicitly Combinatory Logic (a logic 
of operators and composition of operators) to define aspectual operators and 
temporal relations in natural languages from basic primitives in the domain of the 
temporality.  

1. Combinatory Logic 

Combinatory Logics with functional types (CL) is a formalism used for studying the 
foundations of Computer Sciences (semantics of Programming Languages) and for 
defining functional programming Languages (as HASKELL) built from this logical 
model. CL is a logic of operators and composition of operators. CL has been developed 
principally by Curry and Feys (1958), and then it has been used in linguistics by 
Shaumyan (1987) and by Desclés (1990).   
 In computer science, an applicative program is viewed as a combination of 
elementary programs, the program being built up with the help of a complex combinator, 
this latter being the result of an applicative combination of elementary combinators. The 
same idea can be used in other fields: logic and philosophy (logical analysis of 
paradoxes and some philosophical concepts), nanostructures synthesis and molecular 
combinatory computing (MacLennan, 2003), cognitive representations where a symbolic 
representation is an applicative organization of semantic primitives… Linguistic units 
are viewed as operators and operands of different functional types.   



The Computational Turn: Past, Presents, Futures? 

 - 217 - 

CL allows, on the one hand, to articulate, inside of a same computational architecture, 
different representation levels during a process of change of levels and, on the other 
hand, to give, by means of a formal calculus, a synthesis of a lexical (or grammatical) 
operator from its meaning.  

2. Semantic Analysis of Aspecto-Temporal Operators 

We present a semantic analysis of some aspectual and temporal operators. Grammatical 
units (aspects, tenses, moods …) are operators whose meanings are analysed with 
elementary semantic operators combined together with a combinator. An aspectual 
operator ‘ASPI’ is applied onto a predicative relation ‘Λ’ (as “Peter to enter the-room” 
or “Peter to be inside the room”) where ‘I’ is a topological  interval of contiguous and 
ordered instants, this interval specifying the temporal area of realization of ‘Λ’. There 
are three basic aspectual operators STATEO, EVENTF and PROCJ. If an aspectualized 
predicative relation ‘ASPI (Λ)’ is viewed as a state ‘STATEO (Λ)’, then the interval ‘O’ 
is open and ‘Λ’ is true at every instant of ‘O’ (example (1) Peter is inside the room is a 
descriptive state). If ‘ASPI (Λ)’ is an event ‘EVENTF (Λ)’ ((2) Peter entered the room), 
the interval ‘F’ is closed and ‘Λ’ is always true at the final bound of ‘F’ (end of the 
complete event). If ‘ASPI (Λ)’ is a process ‘PROCJ (Λ)’ ((3) Peter is entering inside the 
room), the interval ‘J’ is closed at the left bound of ‘J’ (beginning of the process) and 
open at the right bound of ‘J’ to mean that the process is uncomplete. 
 For speaking, the speaker must locate ‘ASPI(Λ)’ inside the temporal referential 
framework organized by himself; his speech act is an uncomplete process expressed by 
“I–AM-SAYING (…)” = “PROCJ0 (I-SAY (…))”, where ‘J0’ is the interval of speaking, 
with its right open bound (the process of speaking is fundamentally uncomplete). The 
temporal intervals ‘O’, ‘F’ and ‘J’ can be related to the interval ‘J0’. For the examples 
(1), (2) and (3), we obtain the respective temporal relations between right bounds of 
different intervals: 

[δ (O) = δ (J0)]                     (1’)      
[δ (F) < δ (J0)]                     (2’)        
[ δ (J) = δ (J0)]                     (3’)  

where ‘δ’ and ‘γ’ are respective operators that selects the right and left bounds of an 
interval.   
 The combinators are used to express how the aspectual operators and temporal 
relations are combined together and synthesized into an unique grammatical operator 
expressed by a morphological operator. CL gives tools to analyze complex units into a 
combination of more elementary units. The computing of synthesis processes in a top-
down strategy (or the analytic decomposition in a bottom-up strategy) of numerous 
aspectual and temporal operators has been realized with HASKELL. By the same way, 
the automatic analysis of some lexical predicates into a scheme where are combined 
semantic primitives in an applicative expression has been realized. We have not the 
place to show all steps of deductions for different aspectual operators which highlight the 
notions about process, event, state and related notions. With the adjunct of semantic 
representation of the lexical predicates, it becomes possible to give the formal deduction 
from a given sentence to another (Desclés, 2005; Desclés and Ro, 2011):  
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John took the Mary’s pen → Mary doesn’t have the pen anymore 
 
When a speaker of English understands the first sentence, it is able to infer automatically 
the second sentence. This inference becomes possible with a grammatical knowledge 
(meaning of tenses) and a representation of the meaning of lexical predicate to take. Our 
research program shows how a machine can simulate this kind of inference realized by 
humans. For more details, to see (Desclés, 1990; 2005) and (Desclés & Ro, 2011a; 
2011b).  
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Abstract. The paper addresses the conference theme from the broader perspective 
of the historical interactions between the Humanities and computational 
disciplines (or, more generally, the “sciences of the artificial”). These encounters 
have followed a similar although symmetrically opposite “takeover” paradigm. 
However, there is an alternative meeting mode, pioneered by the interactions 
between studio and performance arts and digital technology. A brief discussion of 
the microsound approach to musical composition shows that these alternative 
encounters have been characterized by a willingness on both parts to let their basic 
issues, techniques, and concepts be redefined by the partner disciplines. I argue 
that this modality could (and perhaps should) be extended to other Humanities 
disciplines, including philosophy. 

1. Takeovers 

The two best-known encounters between computational technologies and traditional 
Humanists pursuits are represented by the Artificial Intelligence/Cognitive science 
movement and the roughly contemporary Digital Humanities approach (although the 
label became popular only recently). Classic Artificial Intelligence saw itself as “anti-
philosophy” (Dupuy, 2000; Agre, 2005; Franchi, 2006): it was the discipline that could 
take over philosophy's traditional questions about rationality, the mind/body problem, 
creative thinking, perception, etcetera, and solve with the help of a set of radically new 
synthetic, experimental-based techniques. The true meaning of the "computational turn 
in philosophy" lies in its methodology, which allowed it to associate engineering 
techniques with age-old philosophical questions. This “imperialist” tendency of 
cognitive science (Dupuy, 2000) was present from the very beginning, even before the 
formalization of the field into well–defined theoretical approaches (McCulloch 
(1989[1948]); Simon, 1994). 

The Digital Humanities represent the reverse modality of the encounter 
just described. The most common approach (Kirschenbau, 2010) uses 
tools, techniques, and algorithms developed by computer scientists to 
address traditional questions about the meaning of texts, their 
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accessibility and interpretation, and so on. Other approaches turn 
technology into the scholar's preferred object of study (Svensson, 
2010). The recent approach pioneered by the “Philosophy of 
Information” (Floridi, 2011) follows this pattern. Its focus on the much 
broader category of “information” substantially increases the scope of 
its inquiries, while firmly keeping it within philosophy's standard 
reflective mode. 

The common feature of these two classic encounters between the 
Humanities and computational theory and technology is their one-
sidedness. In either case, one of the two partners took over some 
relevant aspects from the other participant and fit it within its own 
field of inquiry (mostly questions, in AI's case; mostly tools, for the 
Digital Humanities). The appropriation, however, did not alter the 
theoretical features of either camp. For instance, AI and Cognitive 
Science researchers maintained that philosophy pre-scientific 
methodology had only produced mere speculation that made those 
problems unsolvable. Therefore, philosophy's accumulated wealth of 
reflection about the mind, rationality, perception, memory, emotions, 
and so forth could not be used by the computational approach. In 
McCulloch's famous phrase, the “den of the metaphysician is strewn 
with the bones of researchers past.” In the Digital Humanities' case, the 
takeover happens at the level of tools. In most cases, however, this 
appropriation does not become an opportunity for a critical reflection 
on the role of the canon on liberal education, or for a reappraisal of the 
role of the text and the social, political, and moral roles it plays in 
society at large. 

2. Digital practice 

Meetings between artists and computational technology show the possibility of a 
different paradigm. In many cases, making music, painting, producing installations, and 
writing with a computer changes the concepts artists work with, and, at the same time, 
forces computer sciences to change theirs as well. There are many examples in the rich 
history of “digital art,” broadly understood (OuLiPo, 1973; ALAMO, No year; 
Schaeffer, 1952). I will illustrate their general features with reference to a more recent 
project: the “microsound” approach to musical composition (Roads, 2004). 

“Microsounds” are sonic objects whose timescale lies between that of 
notes―the smallest traditional music objects, whose duration is 
measured in seconds or fractions thereof―and samples―the smallest 
bit, measured in microseconds (10-6). The manipulation of 
microsounds broadens substantially the composer's palette, but it is 
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impossible without the help of technological devices of various kinds, 
from granular synthesis software to high-level mixing interfaces. 
Composers wishing to “sculpt” sounds at the microlevel face a double 
challenge that translates into a mutual collaboration between 
compositional and algorithmic techniques. On the one hand, they need 
to broaden the syntax an grammar of music's language to allow the 
manipulation and aesthetic assessment of previously unheard of 
objects (Vaggione, 2001). On the other hand, they need computer 
scientists and mathematicians to develop alternative analytic and 
synthetic models of sound (in addition to Fourier-transforms and 
similar methods) capable of capturing the features of sonic events 
lasting only a few milliseconds (Vaggione, 1996). 

This example of artistic production points to a pattern of cooperation 
between work in computational and non-computational disciplines that 
is deeply at odds with the AI/CogSci and DigHum patterns discussed 
above. Instead of a takeover, the artistic model produces a true 
encounter that changes both partners' technical and theoretical 
apparatus. 

3.  Posthuman encounters? 

Could the encounter model practiced by artists be generalized to the Humanities? We 
can see how this could be the case by considering a twofold question. On the one hand: 
are Humanities' traditional inquiries about human nature and human cultural production 
still relevant in a landscape in which some of the communicating agents may not be 
human, partially or entirely? Can they go on in the same way? And vice versa: are 
science and technology fully aware that the new digital artifacts they are shepherding 
into the world may change its landscape and transform worldly action at the pragmatic as 
well as at the theoretical level? Or are they still relying upon a pre-digital universe in 
which technological artifacts were always to be used as mere tools deployed by humans, 
an assumption that seems increasingly questionable? 

I think a particularly fruitful approach toward this question is provided 
by the kind of critical thought that has been developed―mostly, but 
certainly not exclusively―in Continental Europe over the last two or 
three decades. These theoretical efforts have based their explorations 
upon anti-humanist and/or post-humanist perspectives. They provide, 
therefore, a fruitful starting point for the investigation and interaction 
with instruments, tools, and techniques that question the very notion of 
the human. For instance, Lacanian and post-Lacanian psychoanalysis 
has articulated a view of the human that deploys cybernetic concepts to 
explain high level cognitive functions (Franchi, 2011; Chiesa, 2007); 
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the work on biopolitics currently developed by largely Italian 
philosophers attempts to articulate a conception of human life that is 
continuous with animal and non-organic life (Agamben, 2003; 
Esposito, 2008; Tarizzo, 2010). At the same time, the disciplines of 
science and technology studies in their contemporary North American, 
French, and German developments have provided penetrating analyses 
of the bidirectional relationships between scientific theories and 
technological artifacts, on the one hand, and philosophical and cultural 
productions on the other (Ihde, 2002; Hayles, 1999; Latour and 
Woolgar, 1986; Biagioli, 1999). 

This suggestion does not pretend to exhaust the theoretical options we 
have at our disposal when reflecting upon the computational turn.  My 
contention, however, is that artistic practices in all forms of “digital 
art” can serve as an inspiration to all of the Humanities disciplines. We 
can follow their path toward a new mode of digital encounter that does 
not fall into the well-worn path of hostile takeovers by either partner. 
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1. Introduction 

Reliabilism is a theory of knowledge that has traditionally focused on propositional 
knowledge.  Paul Churchland has advocated for a reconceptualization of reliabilism to 
“liberate it” from propositional attitudes (such as accepting that p, believing that p, 
knowing that p, and the like).  In the process, he (a) outlines an alternative for the notion 
of truth (which he calls “representational success”), (b) offers a non-standard account of 
theory, and (c) invokes the preceding ideas to provide an account of representation and 
knowledge that emphasizes our skill or capacity for navigating the world.  Crucially, he 
defines reliabilism (and knowledge) in terms of representational success.  This paper 
discusses these ideas and raises some concerns.  Since Churchland takes a 
neurocomputational approach, we discuss our training of neural networks to classify 
images of faces.  We use this work to suggest that the kind of reliability at work in some 
knowledge claims is not usefully understood in terms of the aforementioned notion of 
representational success. 

2. Traditional Reliabilism: Truth and Propositional  Attitudes 

Claims to propositional knowledge have the form, S knows that p, where p is a 
proposition.  For the reliabilist, among the necessary conditions for some agent or 
subject S to know p are that (a) p is true, (b) S believes p, and (c) p is the outcome of a 
reliable process or method.  According to Alvin Goldman (1986, 1992, 1999, 2002) 
reliability is required for both epistemic justification and knowledge.  This reliability is a 
ratio: the number of true beliefs delivered by a process or method divided by the number 
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of true and false beliefs delivered by the same process or method As we will concern 
ourselves primarily with the reliability requirement in this paper, we shall not engage the 
issue of what might constitute sufficient conditions for either knowledge or justification. 

3. Neuro Reliabilism: Representational Success and Similarity Spaces 

Paul Churchland (2007) attempts to take a reliabilist approach to epistemology, divorce 
it from propositional attitudes, and explain how we can have non-propositional 
knowledge.  Churchland begins by enumerating many instances of know-how.  The 
examples include the capacity or skill knowledge possessed both by humans and non-
humans.  He argues that much of what we call knowledge has little or nothing to do with 
the fixing of propositional attitudes. He recognizes the importance of truth in classical 
approaches to reliabilism, but he resists talking of truth since (a) it attaches to 
propositional attitudes, and (b) much of our knowledge is not about fixing propositional 
attitudes.  In place of truth, Churchland formulates a notion of representational success 
that is compatible with analyses of neural networks.  To keep things simple, consider a 
three layer feed forward neural network.  After training, each different pattern of 
activation across the hidden units is a different point in that space.  We can then measure 
the distance between points (which Churchland often refers to as similarity relations).  
Churchland treats (somewhat metaphorically) similarity spaces as maps that guide our 
interactions with the world.  Just as a map is representationally successful when the 
distance relations on the map preserve distance relations in the world, conceptual spaces 
understood as similarity spaces are representationally successful when they preserve 
similarity or distance relations between points in state space and the world. 

4.  How Representational Success and Reliability can Come Apart 

We will present the results of two neural networks (N1 and N2) trained to classify 
images of faces as either male or female.  N1 was trained on the set of images A; it was 
tested on images it had not previously seen, set B.  N2 was trained on B; it was tested on 
A.  Both networks achieved equal levels of success on the images.  In spite of the 
preceding, we will show that N1 and N2 set up different similarity spaces.  This is a 
problem for Churchland’s position since he defines reliability in terms of 
representational success, and this latter notion is defined in terms of structure preserving 
mapping between points in similarity space and features of the world.  It seems quite 
natural to say that N1 and N2 are equally reliable, but because they set up different 
similarity spaces, we will argue that it is not clear how they could be equally 
representationally successful, given the work Churchland expects representational 
success to do. 
 There is a difference between (a) being reliable and (b) explaining the source of 
that reliability. We will show that we can understand what it is for a system (a face 
classifying neural network) to be reliable independent of understanding the source of that 
reliability.  Churchland uses the notion of representational success (or preservation of 
distance relations) both to define reliability and to understand its source (i.e. to do both 
(a) and (b)).  This is a source of potential problems for his position. 
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5.  Conclusion 

In spite of the problems, we recognize there are some attractions to the sort of position 
Churchland is putting forward.  While we do not think it has the range of applicability 
Churchland suggests, we do not take ourselves to have argued that representational 
success is a useless notion.  We will close with some constraints that need to be satisfied 
for the notion to be a useful one. 
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Abstract.  This paper compares two recently detailed metaphysical accounts of 
reality.  On the one hand we have Luciano Floridi’s “information realism” and, on 
the other David Armstrong’s view that the general structure of reality can be 
described as “states of affairs”.   
Floridi postulates the information object as the entity central to information ethics 
and his informational realism.  In developing the concept he draws heavily upon 
object oriented (OO) programming theory.  Informational objects are reckoned by 
Floridi to be, in a sense, ontologically primitive and as such naturally occurring 
mind independent structures dynamically interacting with one another.  Floridi 
employs OO like terminology such as “properties” and “relations” in order to 
clarify his concept of the informational entity.  
Armstrong on the other hand postulates that the world, all that there is, is a world 
of states of affairs.  A state of affairs according to Armstrong consists of a 
particular, which has a property or alternatively a relation which holds between 
two or more particulars.  Each state of affairs as well as constituent higher or lower 
order states of affairs is a contingent existent.  Furthermore the properties and 
relations attached to states of affairs are universals.   
These two theories, whilst exhibiting marked resemblances also reveal 
fundamental philosophical differences yet both attempt to present a unified 
metaphysical schema, an ontology.  Of great interest is the fact that here we have 
two strong competing theories.  The situation begs critical comparison.  Such a 
comparison is the primary aim of this paper.  

The idea of the Information Object as being somehow ontologically fundamental has 
gained traction recently not only in computer programming circles but also 
philosophically.  We could attribute this newfound popularity, particularly with regard to 
philosophical interpretations, with the fact that we live in the so called information age.  
We, at least in the developed world, view the world through information-coloured 
spectacles these days.  Adding some substance to this claim is the fact that our 
information systems are designed and developed using fashionable object oriented (OO) 
methodologies.  Information modeling is now the accepted process by which facts or 
propositions, the sentences that demarcate the various states of affairs and “things” of 
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which the modeller is interested, are defined via “object class” structures.  Such 
structures in turn represent various properties, behavior and relata.   
 The information object in this sense is an intuitively fitting and elegant way of 
representing the problems we attempt to solve via computational means.  OO design and 
development is “instrumentally reliable” – it works.  The majority of modern 
implemented information technologies across the entire gamut of industries and 
applications typically employ object oriented approaches.  The focus has shifted from 
procedural algorithmic processing to an object driven methodology and as such states of 
affairs and “things” are abstractly modelled as self-contained (encapsulated) object 
structures, responsible for their own identity, relations, properties, states and behavioural 
rules.  It’s perhaps not surprising then that we might ponder; could the universe be 
interpreted and/or represented in such a way?  
 From a wider perspective what is often termed the computational turn has given 
rise to the informational object concept central to and emerging as fundamental in an 
informational ontology developed primarily by Luciano Floridi (2002, 2004, 2008).  The 
concept is important for Floridi since the information object plays a role central to his 
Information Ethics (IE) and Informational Realism (IR).  But more than this, the idea of 
the “information entity” seems to offer new ways of understanding epistemology, 
semantics, scientific explanation, and ethics.   Floridi has developed a detailed picture of 
the information object (or entity as he sometimes calls it) employing Object Oriented 
programming and design methods and theories to clarify the concept.  
 Whilst Luciano Floridi’s notion of the information object is somewhat analogous to 
the OO conception of an object in a recent paper I argued for a variety of reasons that 
information objects, certainly within the context of Floridi’s informational realism, don’t 
seem to be much like OO objects, certainly not the kind employed in an OO class model 
or an OO program.  Arguably the most significant difference is that OO objects act 
unequivocally as referents to facts, as Wittgenstein (1961) would have put it, or what 
Armstrong (1998) calls states of affairs.  I think there is certainly a similarity between 
OO objects and Floridi’s conception of the information object but I suspect the similarity 
is more harmful to the idea of the information object holding any independent 
ontological status or existing independently as a particular category.  The similarity is 
that both object concepts are largely conceptual by nature.  Yet Floridi seems to want to 
confer a stronger ontological status to the information entity.  Problems arise if the 
information object is indeed conceptual.  Following Lauden (1977, p48) such entities can 
have no existence independent of the theories within which they are postulated. 
 Nevertheless the concept of an information entity is certainly a convenient and 
relatively intuitive way of bundling up constituent properties and relations belonging to 
the particular in question.  Those properties and relations are in fact what philosophy 
sometimes calls universals and it is each particular (distinct information objects) that 
instantiate those universals.  The universals themselves are the constituents of 
information objects shared across many objects.  There are some that deny the existence 
of universals (nominalism) and we shall consider this in the full paper.   
 Armstrong (1998, p95) questions the need to recognise an independent category of 
particulars.  He argues that whilst properties and relations can be known “the bearer of 
properties and relations, it is alleged, cannot be known.  Why then postulate a bearer?”  
The postulation of bearers, Armstrong argues, appears to lack ontological and epistemic 
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economy (ibid).  This raises the question, is the Floridian information object the same 
kind of thing Armstrong terms a bearer?   
 From the OO perspective a particular information object (or class, although the two 
concepts differ slightly and this will be explained) is admittedly representative of a fact, 
state of affairs or physical object, this renders the OO object second order to the actual 
fact or state of affairs.  Furthermore I take it, it is meant to be information objects all the 
way down.  But we already see this isn’t the case.  Information objects are essentially 
bundles of properties and relations, whilst no information object can be strictly identical 
with another, the properties and relations can and are identical across multiple 
instantiations of similar objects.  Whilst they do not exist outside their instantiations it 
would seem properties and relations hold a more fundamental ontological position than 
the information entity.  
 Thus to uphold the ontological reality of “information objects” or in Armstrong’s 
case “states of affairs” seems to entail the admission of properties and relations yet there 
would certainly be some philosophers who would deny that the reverse holds.  There 
seems to be little controversy in the admission of properties and relations since a denial 
results in the denier having to come up with an alternate theory of classes.  It is 
individual objects or states of affairs that exhibit more or less identical properties and 
relations that we bundle into classes.   
 This paper compares Armstrong’s descriptions of properties and relations with 
those affiliated to Floridi’s information object concept.  Further we will consider how 
similar (or different) the information object concept is to the Armstrong’s conception the 
state of affairs.    
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Abstract. Scientific explanation and more recently information have attracted 
considerable philosophical attention.  Little consideration however has been given 
to making sense of the concept of information used within debates surrounding 
explanation.  Some may deem there is no problem to be solved here.  Yet we 
observe within the literature on scientific explanation strict examinations of 
profound philosophical concepts.  Writers are at pains to explain causal, epistemic, 
ontological and nomological accounts of explanation all of which in some way 
rely upon and take for granted the role of information.   
We like to think these days we have, at least the beginnings of, a coherent theory 
of information.  This paper cherry picks a couple of interesting ideas within 
scientific explanation and attempts to reconcile the generally received view of 
information with those particular explanatory accounts.  By the received view I 
mean the General Definition of Information mostly attributed to Luciano Floridi 
from around 2003 onwards.  As a result of this investigation some profound 
questions arise; is an “ideal explanatory text” (see Railton, 1981) essentially an 
informational concept?  Can we make sense of a relationship between causation 
and information?  Just how are the concepts related and do we need a satisfactory 
account?  And finally, is it possible to propose a purely information-centric theory 
of scientific explanation and if so, could it be a significant improvement on current 
theories of scientific explanation?   

 

 
Everything that exists makes a difference to the causal powers of something. 

David Armstrong, 1997, p. 41) 

Introduction 

Wesley Salmon in Causality and Explanation suggests that to most 
people, the fact that there is a close connection between causality and 
explanation comes as no surprise (1998, p. 3).  And while distinctions can 
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certainly be made between the two concepts there are many convergences.  
Salmon argues, “In many cases to explain something is to state its cause.” 
(ibid).  I happen to think a similar story can be told with regard to 
information and explanation.  To have something explained is, at least 
from an ordinary language point of view, to be informed.  There is a 
certain structure about scientific explanation, the various relationships 
between laws and theories, and information seems to be the flesh on these 
bones.  It follows that the concept of information might benefit from an 
investigation into the connections or relations that exist between it, causal 
concepts and explanation and it is this particular can of worms that this 
paper intends to open.   

Information, Causality and Explanation 

The body of philosophical literature on scientific explanation is 
substantial beginning16  with the deductive-nomological (D-N) model 
(Hempel & Oppenheim, 1948., Hempel, 1965) wherein scientific 
explanations were considered deductive arguments17.  Salmon (1971) 
followed with the statistical relevance (S-R) model in order to deal with 
explanations of low probability events not adequately dealt with by 
Hempel’s explanatory models.  Later Railton (1978, 1981) proposed a 
deductive-nomological-probabilistic (D-N-P) model in a further attempt 
to explain events that happen by chance.  More recently Wesley Salmon 
proposed a casual theory of explanation.   
 Salmon’s principal claim was that a scientific explanation is 
constituted by a state of affairs predominantly recognised as a pattern in 
the world where that pattern consists of at least one causal process.  
Causal processes Salmon argued (also Railton, 1981 and later Dowe, 
2000) necessarily transmit information (1998, p.16).  Salmon explains 
this as the ability of a causal process to transmit a mark.  Causal processes 
are described by Salmon as being continuous (in a physically spatio-
temporal way).  This view contrasts with the popular view of causality 
being a “relation” between particular events (the cause, and the effect).  
Salmon’s theory is perhaps most eloquently clarified in his At-At Theory 

                                                 
16 Although the roots of scientific explanation and understanding can of course be traced back 

well beyond Aristotle, recent philosophical history regarding scientific explanation is 
generally considered to begin with Hempel and Oppenheim’s ground breaking paper Studies 
in the Logic of Explanation.  

17 The degree of informativeness of a logically deductive schema in perhaps controversial, 
however given scientific explanation has moved on considerably from the Hempelian D-N 
approach we can safely leave this controversy to one side.   
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of Causal Influence (1977, reprinted in Salmon, 1998).  The At-At theory 
Salmon claims not only resolves Zeno’s arrow paradoxes but also 
proposes a foundation for a concept of propagation of causal influence.  
Information plays a significant yet largely unexplained role in virtually all 
of the models of explanation particularly Salmon’s At-At causal theory.  
 The usual constraints prevent this paper from adequately 
summarising in full the development of scientific explanation from 
Hempels D-N model through recent attempts at a unified model of 
explanation and so I intend to choose two particular junctures in the 
history of scientific explanation in the hope of casting some light upon the 
controversial three way axis between information, casuality and 
explanation.   As is often the case in philosophy the following 
investigation is most likely to end in more, yet hopefully new and 
interesting questions regarding the nature of information.  Thus, my two 
starting points with their associated problems are as follows;  
 
1. Peter Railton makes a distinction between what he terms the “ideal 

explanatory text” and “explanatory information” (1981, p. 240).  
Railton openly admits in his 1981 paper that whilst it is typical to 
speak of sentences or texts conveying information he knows of “no 
satisfactory account of this familiar and highly general notion” (1981, 
p. 240).  Further he admits that the neither does the notion of 
information defined by Wiener and Shannon appear to fit his 
explanatory theory.  Given that Railton’s work continues to influence 
attempts at theories of explanation, in particular Kitcher’s (1989) 
unificationist account, an enquiry into Railton’s “explanatory 
information” seems overdue.   

 
2. Wesley Salmon’s development of Reichenbach’s “mark method” in 

his At-At Theory of Causal Influence makes thoughtful claims about 
information transmission as a result of causal processes.  Salmon 
makes a clear distinction between causal processes and pseudo-
processes, the latter he claims have no ability to transmit information.  
I will evaluate Salmon’s claims with examples and examine how 
Salmon’s concept of information transmission squares with our 
current views about information.   

 
This investigation I think raises profound questions; is Railton’s concept 
of the ideal explanatory text essentially an informational concept?  On the 
other hand can we make sense of a relationship between causation and 
information?  Just how are these concepts related and do we need a 
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satisfactory account?  Finally, can we propose an informationally centred 
theory of scientific explanation?  Rather than attempt to conclusively 
answer these questions in this paper, I hope to build an argument around 
the fact that the topic is one worthy of serious consideration. 
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Abstract. Biologically inspired computing usually addresses computing 
functionalities inspired from biological systems (genetic algorithms, neural 
networks, cellular automata, artificial life, ...). However, living organisms also 
resolve efficiently some other problems that have to be addressed in order to 
accomplish the next computational turn,: achieving the robustness (reliability and 
power-dissipation) enabling making useful computations by means of ultimate 
CMOS (to be reached by the beginning of the next decade) and post-CMOS 
technologies. Thus, biologically inspired robust computing can be viewed as an 
emerging topic of biologically inspired computing. Complex organisms have the 
remarkable property of self-healing. Two fundamental features are on the basis of 
this ability. Organisms are constituted of large numbers of basic units (cells). 
Cells surrounding injured parts can substitute the dead cells and regenerate the 
damaged structures. Also, the cells themselves can recover from various damages, 
for instance by repairing their DNA. Furthermore, living organisms regulate their 
physiological parameters to the changing external conditions and their own needs 
(e.g. the regulation of insulin levels in response to sugar levels). As another 
remarkable property, the autonomic nervous system of higher animals controls 
important bodily functions (e.g. respiration, heart rate, and blood pressure) 
without conscious intervention. Building computers having similar properties and 
achieving the robustness they confer is an old dream of computer scientist. But so 
far, related researches did not lead to a practical self-healing, self-regulating, 
autonomic computing paradigm.  

Ultimate CMOS and post-CMOS promises and challenges. 

We argue that today there are several converging factors which pave the way towards a 
new computing paradigms realizing this old dream. These factors are three-fold. Two of 
them are related with the technology scaling.  

- Ultimate-CMOS and post-CMOS technologies promise integrating trillions devices 
in a single chip. Thus, single-chip massively parallel architectures become 
mandatory for utilizing the huge numbers of devices integrated in such chips. 
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- At the same time, aggressive technology scaling impacts dramatically process, 
voltage and temperature (PVT) variations; sensitivity to electromagnetic 
interferences (EMI) and to atmospheric radiation (neutrons, protons); and circuit 
aging; and also imposes stringent power dissipation constraints. The resulting high 
defect levels, heterogeneous behavior of identical processing nodes, circuit 
degradation over time, and extreme complexity, affect adversely fabrication yield 
and also prevent fabricating reliable chips in ultimate CMOS and post-CMOS 
technologies. These issues are the main show-stoppers in the path towards these 
technologies that pave the way for the next computational turn. 

The above two factors plead for a self-healing massively parallel computing paradigm. 
But, this is not a trivial task. Copying with failures (a property also known as fault 
tolerance) induces high area and power penalties. The former will drastically reduce the 
available computing resources, while the later is incompatible with low power operation 
(one of the tightest constraints in ultimate CMOS). Furthermore, conventional fault-
tolerant approaches (DMR, TMR etc) consider that failures affect a single component 
among several redundant ones. This assumption is no more valid in the extreme 
integration of ultimate CMOS, where transistors are so small that comprise a few atoms, 
neither under the even higher integration levels promised by post-CMOS. In these 
technologies we may face the following challenges: 

- All processing nodes and routers in a massively parallel tera-device processor are 
affected by timing or transient faults,  

- Hard faults may affect some parts of each node, 
- Hard faults completely destroying a new node arrive every few days, 
- Circuit degradation is continuous and requires continuous self-regulation of circuit 

parameters (clock-frequency, voltage levels, body bias), to maintain it operational. 

Biologically-inspired enabling approaches 

The Cells framework (On-Chip Self-healing Tera-Device Processors) discussed in this 
paper brings-in the third factor : a drastically new system-design paradigm achieving 
high yield, and highly-reliable uninterrupted operation for highly defective on-chip 
massively parallel tera-device processors at low hardware cost. Power reduction and 
enhanced performance are also achieved through self-regulation of circuit parameters 
(voltage, clock frequency and body bias). Groundbreaking innovations were introduced 
at all levels of the framework, including its overall architecture, its particular 
components, and the way the cooperation of these components is architected to optimize 
the outcome. They enable continuous adaptation to circuit degradation, heterogeneity 
and changing application context, as well as detection and correct operation restoration 
for all failures induced by high defect densities, PVT variations, internal and external 
disturbances, and circuit degradation over time. It results in a holistic self-healing self-
regulating approach allowing: 

- Making usable tera-device technologies affected by: high defect densities, sever 
variability, increasing sensitivity to disturbances and accelerated aging. 

- Implementing single-chip massively parallel self-healing tera-device computers 
delivering unprecedented computing power, which enable changing our computing 
paradigms and should have a profound impact on all computer application domains 
(including embedded  systems, telecommunication networks, internet infrastructure 
and utilization, cloud computing, …), as well as science and technology and the 
society as a whole. 
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In the Cells, Self-Healing is achieved by two means. Single-chip massively parallel 
processors resemble to living organisms in that they are constituted of large numbers of 
basic units (processor cores, routers and links). Cells takes advantage of this similarity. 
Like cells in living organisms, operational units replace unrecoverable faulty units to 
restore system functionality transparently to the ongoing application executions. Also, 
like cells in living organisms, processor cores, routers and links are able to recover from 
several kinds of failures, by using new innovations at circuit-level fault tolerance 
(Anghel and Nicolaidis, 2000), (Nicolaidis 2005), (Anghel and Nicolaidis, 2008), 
(Nicolaidis, 2011), (Yu, Nicolaidis, Anghel and Zergainoh, 2011) and self-regulation.  

Furthermore, similarly to the non-deterministic, local and opportunistic manner in 
which cells in an organism achieve self-healing, and self-regulation, Cells uses new, 
non-deterministic routing, task allocation and scheduling algorithms, which make local 
decisions in opportunistic manner (Chaix, Avresky, Zergainoh and Nicolaidis, 2010 and 
2011). They allow addressing the complexity problem of navigating in a complex and 
changing network (thousands of processors and routers, millions of possible 
communication paths, continuous circuit degradation, frequent occurrence of 
catastrophic node and router failures, and unpredictable router congestions). 
Conventional deterministic algorithms used in nowadays massively parallel multi-chip 
systems, which exhibit low defectivity and high circuit stability; use static routing tables 
containing pre-established routes, and static scheduling and allocation algorithms which 
consider: fixed clock frequencies; rarely failing links, router and processor nodes; and 
similar power-dissipation for all nodes. Such algorithms, used also in early proposals for 
designing massively parallel processor chips (Zajac, Collet and Napieralski, 2008), are 
ineffective in a highly defective and fast degrading hardware.   

Together with the highly innovative circuit-level fault-tolerance, routing, and task 
allocation and scheduling; automatic monitoring, control, and self-regulation of circuit 
parameters ensure optimal operation: meeting performance requirements while 
minimizing power under circuit degradation and evolving application context.  

It results in a computing paradigm that achieves robustness in a manner that 
resembles to biological systems in multiple aspects. This trend should be necessarily 
reinforced as post CMOS will enable ever higher integration complexities. 
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Abstract. While are occurring the computer-mediated interactions for the weaving 
of relations between fragments of a documentary archive: structures appear, 
vocabularies emerge… Can programs be designed to help this effervescent 
creation not to diverge too quickly? One common solution is to rely on a priori 
well-defined and closed vocabularies (the so-called ontologies) from which the 
names being used to describe (annotate) and connect fragments are to be chosen. 
What can be done if such vocabularies aren’t available? In other words: can a 
system be designed to allow the dynamic construction of vocabularies? We now 
propose a first version of such a system. 

1. Introduction 

We study the process of the construction of documents. We observe the emergence of 
documentary structures. This emergence relies on the creation of dimensions as sets of 
relations. We aim at providing computational mechanisms to assist the construction of 
dimensions. First of all, we introduce the notion of a non-trivial machine. By using a 
notion of computation seen as ordering, and by adopting a pragmatic point of view on 
the notion of meaning, we can redefine the objective as: programming mechanisms that 
could ease the circulation of information for the non-trivial machine. 

2. Meaning and computation 

J.V. Uexküll (1956), a father of ethology, developed a theory of meaning in order to 
explain in a unified way what he observed in many occasions on different kinds of 
animals: the same object placed in different environments can take a different meaning. 
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Thus he deduced that the qualities of an object are only perceptive attributes given by the 
subject with which they have a connection. 
 Furthermore, when G. Bateson (1972) wonders what it would mean for a computer 
to “think”, he comes to the conclusion that:  
 “What ‘thinks’ and engages in ‘trial and error’ is the man plus the computer plus 
the environment. And the lines between man, computer and environment are purely 
artificial, fictitious lines. They are lines across the pathways along which information or 
difference is transmitted.” p. 491. 
 Bateson tried to get rid of the subject/object dichotomy by considering systems 
described as networks of differences. 
 It links directly to a pragmatic view of meaning taken as an effect of the dynamic 
creation of relations. In (Saulnier and Longo, 2007), the idea of “conceptual 
frameworks” is introduced: meaning is to be found in the movements from one 
framework (or level of meaning) to another. Peirce’s concept of an interpretant is not 
far: 
 “A sign […] creates in the mind of that person an equivalent sign, or perhaps a 
more developed sign. That sign which it creates I call the interpretant of the first sign.” 
(Peirce, 1897) (§228) 
 And the meaning would be this dynamic process of building an interpretant... 
 Finally, H. Von Foerster (2003) proposes a definition of computation as ordering. 
Ordering can be (i) a description of a given arrangement, or (ii) a re-arrangement of a (i). 
Moreover, he defines a non-trivial machine (Turing-like) as a machine for which the 
outputs depend on both the inputs and the state of the machine. 
 Thus, the frontiers of the considered non-trivial machine will include a computer 
and a user in an environment. This machine is in a dynamic state of producing orderings. 
“Meaning” is directly referring to this production. Indeed, the machine is powered by 
some desire (for example, the desire to explain a phenomenon) and the more the 
production of orderings fulfills the desire, the more meaningful the process is. 
 Our task is then to program some mechanisms that could ease the functioning of 
such a machine.  

3. Construction of dimensions 

3.1. TREE CONSTRAINT 

In the context of document engineering, what is commonly called “the problem of multi-
structured documents” is the fact that elements of structures can be overlapping. Indeed, 
the most used formalisms for documents representation (first SGML, then XML) imply 
tree structures. 
 All of the models proposed to overcome this difficulty are centered on this 
tree/graph dichotomy. However, for each local event of two overlapping terms, those 
tend to belong to different dimensions or levels of meaning. 
Thus, in the context of our multi-structured documents platform (Portier and Calabretto, 
2010), each time an overlapping situation occurs with terms belonging to the same 
dimension, we offer the users the possibility to restructure the dimensions (see Figure 1). 
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Figure 1. 
Formalizatio
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Apart from the annotation of text intervals, relations are inter-weaved between 
heterogeneous fragments. 
 An essential part of the research on hyperstructures has created a notion of 
dimension. The zzstructure of T. Nelson (2004) for dimensional hypertexts is certainly 
one of the most relevant examples. The abstract function of a dimension is to group 
similar ways of weaving relations between fragments. 
 Indeed, a naïve graph-based representation doesn't offer appropriate synoptic views 
(see Figure 2). Thus, the dimensions provide clusters of relations that can compensate for 
this lack of synthesis by offering new kind of representations (see Figure 3). 
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Figure 3. 
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-based interface 

 In order to help the users in the process of creating dimensions, we are looking for 
a structural constraint whose violation is often meaningful and quite easy to dynamically 
detect. 
 The acyclism constraint seems to be well adapted. Take for example the situation of 
Figure 4 where a user successively created two associations but when he adds a third 
relation, a cycle appears. 

Figure 4. 
After the 

free 
creation of 

some 
relations, 
a cycle 
appears 

within the 
“d” 

dimension 

 The 
user is advised to restructure the dimensions so as to remove the cycle (see  for example 
Figure 5). 

Figure 5. 
Formalizatio

n of 
structural 

users' 
knowledge 
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automatic 
detection of 
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dimension 

4. 
Conclusion 

This work is a first step towards a different point of view on computation seen as the 
construction of orderings by a non-trivial machine driven by a desire to explain some 
phenomenon. In such a configuration, new kinds of programs have to be developed in 
order to dynamically react to the user's actions by, for example, computing the 
appropriate times for helping the users to formalize their structural knowledge. 
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Abstract. While aesthetics and cognition have traditionally been viewed as 
distinct from—even opposed to—one another, recent stirrings indicate the 
beginnings of an “aesthetic turn” regarding cognition. Does this, in turn, open up 
the possibility of a computational turn in the study of aesthetics? Can 
computational methods such as modeling and simulation be effectively brought to 
bear on something as mysterious and ineffable as aesthetic judgment? Or is 
“aesthetic cognition” a contradiction in terms? We explore these questions by 
focusing on the relationship between aesthetics and analogy-making, an area of 
cognition for which some research groundwork has already been laid. We will first 
offering some illustrative examples of this relationship, and then examine a group 
of computer models that have begun exploring mechanisms that may account for 
this relationship. Although rudimentary in their capabilities, these models point to 
a computational perspective for investigating not only the analogy–aesthetics 
relationship, but the processes underlying aesthetic cognition more generally. 

1. Introduction 

As Mark Johnson (2007) recently put it, “[A]esthetics is not just art theory, but rather 
should be regarded broadly as the study of how humans make and experience meaning” 
(p. 209). Aesthetic considerations factor into seemingly mundane everyday experience as 
well as in more exalted intellectual pursuits. Regarding the latter, Robert Root-Bernstein 
(2002) has used the term “aesthetic cognition” to refer to the “pre-logical, emotion-
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laden, intuition-based feeling of understanding” (p. 62) that guides creative thought in 
science and mathematics. 
 In some quarters, the term “aesthetic cognition” might seem like a contradiction. 
There is a deeply rooted tendency to view the aesthetic and the cognitive as distinct 
from, if not opposed to, one another (Aiken, 1955). Yet recent stirrings from various 
quarters in cognitive science (e.g., Deacon, 2006; Norman, 2003) suggest that we are 
seeing the beginnings of an “aesthetic turn” in cognitive science.  

2. A Computational Turn in Aesthetics? 

Does this “aesthetic turn,” meanwhile, open up the possibility of a computational turn in 
aesthetics? Can the study of aesthetics be opened up to computational methods such as 
modeling and simulation? If so, how can they be effectively brought to bear on 
something as seemingly mysterious and ineffable as aesthetic sensibility? If not, what do 
we make of Root-Bernstein’s (2002) claim that “artificial intelligence will fail to provide 
insights into human thinking or model its capabilities until aesthetic cognition is itself 
understood sufficiently to be modeled and implemented by computers” (p. 75)? 
 Broadly speaking, there are two potential reactions to these questions. 
Optimistically, one might contend that fields such as cognitive science and artificial 
intelligence (AI) can—and, to some extent, already have—shed light on these questions, 
in part through the use of computer models, perhaps in combination with findings from 
neuroscience and experimental psychology. There is also the developing field of 
computational aesthetics (Hoenig, 2005). Despite its somewhat different emphases—
which range from image-processing techniques to computer-generated art to formal 
analysis of artworks—the growth of this new field offers further evidence of the potential 
relevance of computation to aesthetics (and vice versa).    
 In turn, skeptics might reply that longstanding problems in aesthetics have 
remained unsettled for a reason: There may simply be limits to what we can understand 
when it comes to matters of judgment, sensibility, and taste (Weizenbaum, 1976). To 
explain aesthetic sensibility would seem to involve specifying, formalizing, or 
mechanizing those same intuitive processes that have been defined as unspecifiable, 
unformalizable, or non-mechanizable (e.g., Polanyi, 1981; Dreyfus, 1992). This debate 
between optimists and skeptics is ongoing, encompassing other areas of human cognition 
and behavior; in particular, it has been framed around various theories and models in 
artificial intelligence (Ekbia, 2008). Is there a meaningful way to resolve, or at least 
advance, this debate? 

3. Analogy-Making as Aesthetic Cognition  

The perceptual and (especially) the aesthetic dimensions of analogy-making have been 
downplayed in much research on analogy within cognitive science and AI, where the 
focus has instead been on “analogical reasoning” (e.g., Winston, 1980). Yet analogy is 
not coextensive with reasoning, and the idea that analogy-making involves an aesthetic 
component does have some precedence. For example, in the program Copycat—a model 
of analogy-making in the microdomain of letter strings (e.g., “If abc is changed to abd, 
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then how should kkjjii  be changed?”)—the “computational temperature” at the end of a 
run can be construed as a sort of aesthetic evaluation of the program’s answer (Mitchell 
1993). Copycat’s successor, Metacat, is able to compare different answers to a given 
analogy problem—say, kkjjhh  and kkjjij  in response to the example given above—on 
the basis of three largely aesthetic dimensions: uniformity, abstractness, and 
succinctness (Marshall 1999).  
 Likewise, the idea that aesthetic sensibility involves an ability to perceive and 
appreciate analogies has also been noted before. For example, Koestler (1964) refers to 
the “hidden analogies” that inform the creative process in science, art, and humor. 
Arnheim (1969) discusses the role of analogy in the perception and grouping of visual 
forms, including what might be called “visual rhymes.” Similar types of analogical 
mappings can be identified in the plot structures of films, novels, and other narrative 
forms. Meanwhile, the role of aesthetic factors in science and mathematics has also been 
explored (e.g., Papert, 1988; Sinclair, 2004), further highlighting the connection between 
aesthetic sensibility, insight, perception, and analogy. Finally, computer models such as 
Letter Spirit (Rehling, 2001) have explored the role analogy in the more traditionally 
aesthetic realm of alphabetic font (or grid font) design. 

4. Open Questions 

Models such as Copycat and Letter Spirit suggest a potentially rewarding perspective for 
investigating not only the analogy–aesthetics relationship, but the processes underlying 
aesthetic cognition more generally. But to what extent can such computational 
approaches ultimately contribute to this joint understanding? What are the strengths (and 
limits) of computer models that aim to simulate the processes of analogy-making and 
aesthetic judgment in human beings? Finally, is there potential for common ground 
between cognitive science/AI and the growing field of computational aesthetics?   
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The social and its political dimension in software design 

A Socio-Political Approach 

DORIS ALLHUTTER 
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Abstract. Recent debates in philosophy and computing and science and 
technology studies address the prolongation of the social in technical design and 
development and thus the question of discursive performativity. Applying a wider 
conception of the social than usually referred to in design research, I present an 
initial elaboration of a socio-political approach to software design. This approach 
is based in discourse theory, deconstructivism and ‘new materialism’ and focuses 
on the reproduction of power by tracing the performativity of hegemonic societal 
discourses and their co-materialization with (normative) technological phenomena. 
Making use of Karen Barad’s material-discursive account of performativity, I 
argue that a socio-political approach to software design needs to take into account 
the ‘intra-action’ of material phenomena with reconfigurings of power relations in 
intertwined epistemic and everyday work practices. The objectives of this 
endeavour are, first, to ask and make negotiable who (in/formal hierarchies) and 
what (discursive hegemonies) is given normative power in design processes on the 
basis of which social and technological imaginaries; second, to investigate and, to 
some extent, try to make tangible how these—mostly unconscious— normative 
enactments co-materialize with material phenomena or relations; and eventually, to 
elaborate on how to widen human agency by opening spaces for maneuver or 
trading zones when taking account of the agency of human/non-human 
assemblages or material-discursive re-configurations of the world. 

Recent debates in philosophy and computing and science and technology studies have 
expanded the question of the prolongation of the social in technical design and 
development by taking into account the concept of discursive performativity. Inspired by 
this discussion and applying a wider conception of the social than usually referred to in 
research on the development of computational artifacts, I present an initial elaboration of 
a socio-political approach to software design. This socio-political approach connects to 
the notion of ontological politics (see Mol, 1999) and is based in discourse theory, 
deconstructivism and ‘new materialism’. It focuses on the reproduction of power by 
tracing the performativity of hegemonic societal discourses and their co-materialization 
with (normative) technological phenomena. 
Karen Barad’s (2007) materialistic elaboration of the concept of performativity shifts the 
focus from a linguistic and discursive account of performativity, which is linked to the 
paradigm of the co-construction of society and technology, to the notion of co-
materialization. She criticizes earlier approaches to processes of materialization (as for 
example introduced by Butler and Foucault) that centre on the question of ‘how 
discourse comes to matter’. Barad suggests that their focus on the social constructedness 
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of bodies/materiality in fact neglects the question of ‘how matter comes to matter’ and 
puts an equal focus on the material dimensions of agency. 
 In my previous work, Donna Haraway’s account of ‘embodied, situated practices’ 
and Judith Butler’s concept of discursive performativity have inspired me to investigate 
software design processes as entangled practices informed by technological concepts and 
hegemonic societal discourses as much as by professional self-conceptions of developers 
and related workplace politics (see Allhutter 2011). Barad’s materialistic move that 
resulted in her elaboration of ‘agential realism’ can add to such a perspective on software 
design in that it conceptually takes into account the agency of materiality or material 
phenomena (see also Velden and Mörtberg, 2011). Still open remains the question of 
how to make use of a material-discursive account of performativity in applied design 
research. 
 In this respect, I suggest that it makes sense to reconstruct the journey of two 
crucial concepts—‘agency’ and ‘materialism’—that have been travelling between 
disciplines and research fields: While questions of the agency of artifacts and 
human/non-human (re-)configurations have intensively been discussed in studies of 
science and technology since the early 1980ies (Callon, Latour, Law, Haraway), only 
recently political science scholars such as Jane Bennet (2010), Diane Coole and 
Samantha Frost (2010) have begun to integrate this strand of theory to rethink concepts 
of political agency and to rework the notion of materialism, now discussed as ‘new 
materialisms’. 
 On this background, I argue that a socio-political approach to software design 
practice and theory needs to take into account the ‘intra-action’ of material phenomena 
with reconfigurings of power relations (normativity and societal hegemonies) in 
intertwined epistemic and everyday work practices. My objective of elaborating such a 
socio-political approach based on a material-discursive account of performativity is 
threefold:  
 First, the aim is to ask and make negotiable who (in/formal hierarchies) and what 
(discursive hegemonies) is given normative power in design processes on the basis of 
which social and technological imaginaries (e.g. re-enactments of societal differences 
and epistemic dichotomies); second, to investigate and, to some extent, try to make 
tangible how these—mostly unconscious—normative enactments co-materialize with 
material phenomena or relations (that are e.g. development methods, processes, 
artifacts); and eventually, to elaborate on how to widen human agency by opening spaces 
for maneuver or trading zones (Allhutter and Hofmann, 2010) when taking account of 
the agency of human/non-human assemblages or material-discursive re-configurations of 
the world. 
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A SOCIAL EPISTEMOLOGICAL APPROACH FOR DISTRIBUTED 
COMPUTER SECURITY 

 

Steve Barker 
Department of Informatics  
King’s College London 

Abstract. We present a social epistemological approach, for treating an aspect of 
computer security, which allows for multiple testifiers to contribute propositional 
attitude reports to a community repository of testimonial knowledge and for users 
to adopt a range of epistemic positions for deciding what constitutes justified 
belief in different contexts.  

1. Introduction 

We discuss a key epistemological aspect of the distributed access control (DAC) 
problem: in large, distributed computer systems, like the Internet, how can a decision be 
rendered on whether a requester of access to a resource is authorised to perform an 
action on the resource if what is known by the decision-maker about a requester is 
“incomplete”? (And it is computationally too expensive for the decision-maker to 
exhaustively search for all of the knowledge it (ideally) requires on the requester.)  
 Rather than simply rejecting the access request on the basis of the incompleteness 
of its knowledge, the putative solution to the DAC problem is for the decision-maker to 
accept the assertions of some individual, ultimately trusted testifier who “speaks for” the 
requester and in so doing enables the decision-maker to determine whether the requester 
is authorised to perform a requested action on a resource. The notion of an ultimately 
trustworthy source of epistemic warrant assumes that a foundationalist (Bonjour 1985) 
position on knowledge/justification applies in the DAC case; there is no infinite 
justificational regress because what the trusted source asserts is so. 

In Section 2 of this abstract, we suggest an alternative, social epistemological 
approach to the DAC problem. In Section 3, we draw conclusions. 

2. An Alternative Approach to the DAC Problem 

We argue for a community-based approach to testimonial warrant and for testifiers 
making assertions of their propositional attitudes (Russell 1905) via a community-based 
repository, which is a store of triples (s, α, p) such that s is a source of assertions in a 
community of sources Σ = {s, s1 , . . . , sn } of testimonial warrant, p is a proposition, 
and  α is a propositional attitude that a source in Σ has in relation to p.  
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 We note that p may be an atomic proposition or an arbitrary logical formula, we restrict 
attention to the doxastic attitudes “believes” and “disbelieves”, and we interpret a source 
as suspending belief on p if it makes no assertion of p to the community repository. The 
triples (si, α, p) represent that-clauses, e.g., si believes that sj is “bad debtor”. 
Typically, in the DAC scenario, the assertions are on a requester’s reputation, e.g., for 
being a “bad debtor”; the categories of requesters to be used are community determined.  
In the context we assume, authorisation depends on the assignment of a requester to a 
category, e.g., s is authorised to perform some action on a resource iff s is categorised as 
a “good trader” (say).  We suggest that what we propose is appropriate for addressing the 
DAC problem in that it recognises the need for knowledge construction by a division of 
epistemic labour, it allows for justified belief to be community constructed (which we 
hold to be more reliable than exclusively using individual, foundational sources of 
testimonial knowledge) and it recognises that, in the context of interest, “truth” is 
appropriately held to be relative to a community.  
 It is open to decision-makers to decide what methods of computation to use, with 
the community repository, for them to have justified beliefs for deciding on authorisation 
requests. A decision-maker may simply accept that the propositional attitude α holds in 
relation to p if some specific source s � Σ expresses that directly. However, this is far 
from being the only option. A decision-maker may, for example, accept that α holds in 
relation to p because some, non-specific member of Σ asserts that or all members of Σ 
assert that or it is the “majority view” (variously interpreted) of members of Σ that α 
holds in relation to p. Moreover, more complex requirements may be expressed in more 
expressive logic languages, e.g., an acceptor may accept that α applies in relation to p if 
some si � Σ asserts that and no source in Σ disbelieves p. It is important to note that we 
allow individual decision-makers to decide on what constitutes evidence for them 
“knowing” that an authorisation holds, that the knowledge for this is socially constructed, 
and that different forms of inferential knowledge will be applicable for decision-making 
in different contexts (cf. DeRose 1992).   
 In the evidentialist framework that we adopt (Feldman and Conee 1985), we say 
that: a decision-maker γ is justified in adopting the assertion by s � Σ that the 
propositional attitude  Σ holds in relation to the proposition p at the time t iff the 
attitude α on p is entailed by some computational method that γ justifiably holds to be 
reliable for this entailment at the time t from the evidential sources that γ justifiably 
holds to be sufficiently authoritative for the purpose of making the inference that α holds 
on p according to s at t. 
Evidentialist-based interpretations of a variety of epistemic positions will be adopted in 
practice. It follows that we do not argue that foundationalism is not a meaningful 
epistemic position to adopt in the DAC context. Rather, we suggest that different 
epistemic positions (e.g., foundationalist, Haackean foundheretist, etc.) will apply in 
different contexts.  It is the emphasis on a plurality of epistemic positions that is 
distinctive about our approach.  

3. Conclusions 

We critically assessed the foundationalist epistemic position that has hitherto been 
assumed in treating the DAC problem. We then argued for a social epistemological 
alternative, which accommodates propositional attitude reports, community-based 
testimonial assertions and the flexible use of a range of methods for producing inferential 
knowledge. 
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 In future work we intend to consider repositories that maintain a history of 
propositional attitudes and the epistemic issues that arise.  
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Abstract. This paper offers a preliminary discussion of the relation between trust, 
power, and information technology. It also explores some implications for ethics 
and politics of information technology.  

1. Introduction 

In recent years the issue of trust has received much attention in ethics and philosophy of 
information technology. For instance, there is work on e-trust and on-line trust: some 
argue against e-trust (for example Nissenbaum 2001), while others are more optimistic 
about trust in digital contexts (Taddeo 2009, 2010a, 2010c, Turilli et al 2010). 
Furthermore, in the field of social epistemology there is work on trust and knowledge 
(Simon 2009, Taddeo 2010b), and people working in the virtue ethics and 
phenomenological tradition have developed a notion of ‘implicit’ trust (Ess 2010, Carusi 
2009). 
 While this attention to trust has produced insightful work relevant to both 
philosophers and computer scientists who try to model trust, there is little or no attention 
to relations between trust, power, and information technology. This paper is a 
preliminary attempt to explore this relation. First I will clear the ground by making a 
claim regarding the epistemology of trust (I will need this later), then I will make two 
claims about the relation between trust and power: (1) trust presupposes power relations 
and (2) trust creates power relations. 
 This analysis will allow me to make some suggestions about the implications for 
ethics and politics of information technology. 

2. Trust, Knowledge and Transparency 

Although it is true that trust can emerge in uncertain and risky on-line environments and 
that in one sense trust promotes transparency, as Turilli and others have argued (Turilli 
et al 2010), there is also a sense in which (a) trust can only exist under conditions of 
uncertainty and (b) transparency destroys trust. 
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In order to develop these claims, we must challenge the rationalist-contractarian 
assumption entertained in Taddeo’s work, that e-trust cannot appear a priori, but depends 
on the assessment of trustworthiness by a rational (artificial) agent (Taddeo 2010c). A 
phenomenological notion of trust, by contrast, involves a sort of a priori, implicit form of 
trust. This form of trust flourishes only in environments characterized by incomplete 
certainty, knowledge and transparency. If there was complete uncertainty, complete lack 
of knowledge, and no transparency at all, we would have no basis for trust. On this point 
rationalist-contractarian models are right. If, however, if there was complete knowledge, 
complete certainty, and full transparency, there would be no need for trust; the problem 
would not arise in the first place. 
 This suggests that if political movements aim for total, absolute transparency (e.g. 
Wikileaks), they risk to destroy trust, which must be situated ‘in between’ the epistemic 
absolutes identified.  
 However, this is a claim about knowledge; what about trust with regard to action? 

3. Trust and Power (1) 

If trust is not entirely freely decided by rational agents, but presupposed in social 
relations, then we need to discuss how prior social relations, understood as power 
relations, shape trust. There are a priori dependencies that enable but also constrain 
agency with regard to trust. In a particular social network, I ‘have’ to trust some others 
and indeed some technologies (e.g. software) since, and to the extent that, I am 
dependent on them for the very practice I am engaged in. In any social network, I am 
dependent on some key, powerful actors and technologies which I ‘have’ to trust because 
they are powerful. This means limits my agency with regard to trust. Power relations – 
relations with others and with technologies – already shape trust ‘before’ any decision or 
deliberation about trust is made.  
 If this is true, it does not only set limits to efforts to model and implement trust in 
artificial networks, it is also relevant for ethical-philosophical analysis of trust in digital 
environments ‘inhabited’ or ‘crawled’ by both humans and artificial agents. In the digital 
age, trust crucially depends on power exercised by the ‘architects,  ‘providers’ and 
‘webmasters’ of the social-technological networks that form and transform our 
interactions and practices (including academic practice). 
 But how did these social actors become powerful in the first place? Does this 
analysis preclude agency altogether? 

4. Trust and Power (2) 

Even a strictly rationalist-contractarian approach to trust must acknowledge that trust, 
‘decided’ upon by rational agents, creates power relations and generates its own 
normativity with regard to humans and their artificial cooperants.  
 If an agent A says ‘I trust you’ to an agent B, this does not only create expectations 
A has about B’s future actions, but also involves a delegation of (discretionary) power 
from A to B. In addition, and this is the normative aspect, A makes B responsible. If A 
trusts B to do something, then A holds B responsible for doing that. In particular, if B 
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decides to do otherwise (trust presupposes that B has this space of freedom), then B has 
to provide reasons to A, explain why (s)he did not do what A expected him or her to do. 
Trust is violated if no good reasons are given by B. 
 This analysis of relations between trust, power, and normativity is relevant for 
‘horizontal’ social relations, but also for the ‘vertical’ relation between individuals and 
the state. This works both ways:  
 (1) an individual A may trust state B, which implies that A delegates power to B to 
do something and that B becomes responsible. A’s trust can then be violated by B if B 
fails to do this and if fails to give good reasons for not doing it.  
 (2) state A can trust its citizens B (not) to do something, that is, hold B responsible, 
and B can violate this trust. 

5. Conclusion 

I conclude that this framework, which tolerates and employs both rationalist-
contractarian and phenomenological approaches, reveals a lacuna in the present literature 
and allows us to analyze and discuss the power dimension of issues in social 
epistemology, information ethics and philosophy of information.  
 For example, in the Wikileaks case, there seems to be a clash between on the one 
hand a vertical ‘delegation’ model, which creates the possibility of trust under conditions 
of uncertainty, and on the other hand a model that aims at transparency, attempts to 
provide complete knowledge, and seeks to abolish the vertical delegation relation – and 
thereby abolishes trust in the sense discussed above. 
 Of course this analysis does not exhaust the many interpretations of the word ‘trust’ 
used in the literature. And perhaps a tension remains between rationalist- contractarian 
and phenomenological approaches. Furthermore, neither power nor trust should be our 
only concern in ethics and politics of information technologies. However, I hope this 
exploration of the relation between trust, power, and information technologies can 
contribute to the expanding research on trust and information technology. 
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1. Modelling Stable Environments of Systemic Trust within Multi Agent 
Systems 

Trust is often discussed on the micro-level of individuals or discrete entities; instead I 
would like to stress the benefits of systemic trust that could be seen as a form of 
mediated trust between entities. Based on the proposition of the 'Homeostatic Feedback 
Loop' by Anthony Giddens a stable social environment can be modeled for Multi Agent 
Systems (MAS). The goal of this Model is on the one hand trust is build as a non-
intended effect on the systemic level from which on the other hand all participating 
entities take benefit: The outcome is an auto-sustaining framework; or a homeostatical 
systemic state. In this model trust emerges as the result of non intended effects of distinct 
actions between different Agents that could be described as a functional cooperation. 
 The specific characteristic of the Casual Feedback Loop - the core proposition 
within the notion of a duality of structure (Giddens 1984) - could be very useful for a 
MAS architecture that enfolds a stable environment (Compagna 2009). The main 
assumption behind the concept of the duality of structure is that actions and the 
framework of these actions are organized recursively, or in terms of the social system 
theory in the modus of an autopoietic sustainment (Giddens 1991). Within such an 
environment of mutual but non-intended functionality the value of trust become an 
emergent value or a non-intended outcome. Based on an early Paper of 
Castelfranchi/Conte (1992) different kinds of cooperation could be described: Non-
Intended, Intentional, Out-Designed and Functional. Functional Cooperation is described 
as the best way to establish a fruitful and stable cooperation between agents. This type of 
cooperation could be related and captured as well as further conceptualized very well 
with the Theory of Structuration. 
 The model I would like to present - by combining the above mentioned 
propositions - consists in the mutual goal for the involved agents of an action-framework 
that is functional for them although this is not directly intended by their intentionally 
motivated actions. Although this model claims to explain and accomplish a stable 
framework for MAS it could be transferred to a Human-Agent set-ting in which by non-
intended effects a stable interaction framework emerges that provides a favorable context 
for mutual system trust. 
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In the last few decades, computer analogies of the mind have dominated several central 
fields of the philosophy of mind. The leading versions of the 'mind – computer' analogy 
are based on the Interface Model of the Mind (with Putnam's phrase), claiming that the 
mind of an individual is analogous to a computer with an interface connection to its 
environment. As opposed to this, I shall develop a Network Model of the Mind, based on 
an analogy between the socially extended mind and a computer network, according to 
which social relations and semantic content of the WWW are analogously structured. In 
accordance with Clark and Chalmers' extended mind hypothesis, I shall argue that there 
are active constituent parts of mental processes that are located externally to the mind of 
an individual, just as there are semantic contents external to individual computers. 

A network model of the mind is the opposite of the interface model in the following 
sense. The interface model rests on the (Cartesian-inspired) assumption that there is a 
surface on which the mind interacts with its environment. For a social externalist the 
mind is extended over the limits of the body and hence no "surface" of the individual can 
be drawn. For a social externalist, mental processes are more plausibly understood as 
social activities among interlinked individuals. In either case, it makes no sense alluding 
to any interface. For a network model, what is essential in the structure of mental 
contents is not separation but connection. Hence, it explains the mental in terms of 
connections among mental contents in the minds of different individuals. 

At least two significant versions of the 'social mind – networked computer' analogy 
can be developed. On the one hand, one can argue for an analogy between socially 
embedded individual minds and networked computers. In this case, the connections have 
to be understood as physical connections among computers (i.e., the internet) on the one 
hand, and socially connected individual humans (social networks) on the other. The 
second version is philosophically more interesting though. Namely, an analogy can be 
drawn between semantic content on the net (WWW) on one hand, and mental content 
structured socially on the other hand. This analogy demonstrates that mental contents 
cannot be individually located in our heads since, analogically, semantically significant 
units of the content are not necessarily contained by the server but they are often spread 
over multiple machines (e.g. cookies). 

Regarding the connections among mental contents, I shall distinguish three 
structurally different models of the individual mind in terms of the relations among 
mental contents. First, centralised (Cartesian/Kantian) views argue that there is a centre 
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of mental content (the soul, the mind, the Self, etc.), to which all mental contents are 
(directly or indirectly) connected. Second, non-centralised (behaviourist/physicalist) 
views claim that no centre of mental contents is provided; the best model for the 
relations among mental contents is a random graph. Third, de-centralised models (e.g. 
Quine) claim that there is a difference between central and peripheral mental contents; 
though no clear distinction can be made between the contingent and the necessary, a 
gradual account of more and less central contents can be provided. 

In parallel, there are three main models of the social relations among mental 
contents. Those who accept centralised models of the individual mind will most probably 
follow a multi-centred view of the social, claiming that mental contents constitute many 
centres of individual minds connected to each other randomly. (A logically possible 
alternative to this would be arguing that there is a centre of the social as well, but no 
serious attempt has been made in order to support such a view.) Holders of non-
centralised models of the individual can apply their random graph set to the social, 
claiming an equal distribution of socially explained connections among mental contents. 
Finally, defenders of the de-centralised view claim that there are socially more and less 
central contents and even if there is no single centre of the social, several hubs can be 
identified. 

Analysing different approaches to how semantic content on the internet is 
organised, I shall develop a topology of networked-based relations among mental 
contents and argue for a de-centralised network model of the social mind, based mostly 
on an analogy with A-L. Barabási's research on the topology of the internet. While doing 
so, I shall allude to (1) the unequal distribution of links on the internet (the "rich get 
richer" phenomenon), (2) the impossibility of complex networks' being centralised ("the 
winner does not take all"), and some differences between inbound and outbound links 
regarding the semantic significance of web pages. Based on these, I shall argue for a de-
centralised network model for the social mind, following an analogy between the 
structure of the content on the WWW and a graph theoretically equivalent model of the 
mind to Quine's gradual approach between the central and the peripheral. However, there 
is a slight modification in my own version. From the network analogy it follows that the 
building of knowledge is not hierarchical, though it is also not an evenly distributed 
random model of connections among items. However, the least connected items are not 
connected to gradually more connected items while reaching highly connected items. On 
the contrary: they are mostly directly connected to "central" hubs. Therefore, a spatial 
metaphor of 'central vs. peripheral' is misleading. 

All the same, it can also be argued that even though the (physical) structure of the 
internet and the (semantic) structure of the WWW are analogous (and hence are the 
structure of mental contents and that of social relations), the connection between the two 
is contingent. Since from the analogy it follows that a multi-centred view of the social 
mind is incompatible with the actual structure of the semantic on the web, on the 
supposition of the analogy, no item of mental contents can be located in individuals. 
Hence, no interface can be identified. If so, the 'social mind – networked computer' 
analogy may serve as a useful weapon of social externalists. 
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1. Extended Abstract 

Even though computers were invented primarily to automatize calculations, already 
Licklider and Taylor (1968) emphasized the importance of the computer as a 
communication device, with consequent shared knowledge and community-building. 
 There are two different approaches to social computing, (Wang et al. 2007), one 
with the strong emphasis on technological, computing side and the other centered on 
human, social aspect. Present analysis will be focusing the first kind of social 
computing, a computational approach to modeling of social interactions, including the 
development of their supporting information and communications technologies. The 
main tools are simulation techniques used in order to facilitate the study of society and to 
support decision-making policies, helping to analyze how changing policies affect social, 
political, and cultural behavior (Epstein, 2007).  
 Social computing is radically changing the character of human relationships 
worldwide (Riedl, 2011). Instead of maximum 150 connections prior to ICT (Dunbar, 
1998) present social computing easily leads to networks of several hundred of contacts. 
It remains to understand what type of society will emerge from such massive “long-
range” distributed interactions instead of traditional fewer and deeper short-range ones.  
 As in the process information overload on individuals is steadily increasing, social 
computing technologies are moving beyond social information processing toward social 
intelligence, (Zhang et al. 2011) (Lim et al. 2008) (Wang et al. 2007), which brings an 
additional level of complexity. 
 Social computing with the focus on social is a phenomenon which enables extended 
social cognition, while the social computing with the focus on computing is about 
computational modeling and new paradigm of computing. I will focus on the agent-based 
social simulation (ABSS) as a generative computational approach to social simulation 
defined by the interactions of autonomous agents whose actions determine the evolution 
of the system, as applied in artificial life, artificial societies, computational sociology, 
dynamic network analysis, models of markets, swarming (including swarm robotics) 
(Antonelli and Ferraris 2011), (Chai et al., 2010). As Gilbert (2005) rightly points out, 
novelty of agent based models (ABMs) “offer the possibility of creating ‘artificial’ 
societies in which individuals and collective actors such as organizations could be 
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directly represented and the effect of their interactions observed. This provided for the 
first time the possibility of using experimental methods with social phenomena, or at 
least with their computer representations; of directly studying the emergence of social 
institutions from individual interaction.” ABMs are very useful computational 
instruments but they should not be taken as “reality” even though simulations with their 
realistic graphical representations suggest their being “real”. Process of modeling and 
simulation is complex and many simplifications and assumptions must be made which 
always must be justified for each application. (Gilbert and Troitzsch 2005) Grimm and 
Railsback 2005) (Axelrod 1997) 
 ABMs in general are used to model complex, dynamical adaptive systems (Breiger 
et al. 2003). The interesting aspect in ABMs is the micro-macro link (agent-society). 
Multi-Agent Systems (MAS) models may be used for any number (in general 
heterogeneous) entities spatially separated by the environment which can be modeled 
explicitly. Interactions are in general asynchronous which adds to the realism of 
simulation. (Miller and Page 2007) (Schuler 1994) 
 Social computing represents a new computing paradigm which is one sort of the 
natural computing, often inspired by biological systems such as e.g. swarm intelligence, 
evolutionary computation or artificial immune systems. In my analysis I will present 
different paradigms of computation including social computing and modeling of cognitive agents 
in the info-computational framework (Dodig-Crnkovic 2011) (Dodig-Crnkovic and Müller 2009). 
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Abstract. Objects constitute significant elements of individual identity. Who we 
are has a lot to do with what we have and with what value we put on what we 
have. This point is easier to appreciate in the “off-line” physical world where 
objects with various symbolic or non-symbolic values populate our environment. 
How about the online world, which is seemingly devoid of objects — at least in a 
purely physicalist understanding of objecthood? What role, if any, do objects play 
in shaping online identities? We seek to address this question by following two 
lines of inquiry: post-structuralist accounts of quasi-objects and recent work in 
economic sociology on justification and mutual agreement. These inquires lead to 
two key propositions: (i) Digital artifacts are quasi-objects, which mediate 
collective practices that seem to exert a strong force of desire in the specific 
circumstances of our times; and (ii) People operate within various regimes in 
which they enact information and objects through collective practices of situated 
social orders. Here we integrate and extend these two lines of inquiry in order to 
explore the question of online identity. Our key argument is that people’s identities 
are mediated through digital artifacts (personal websites, personal profiles, blogs, 
etc.) in a process in which the identities of the subject and the object are 
collectively and mutually enacted by the network of people who take interest in 

them.  
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1. Introduction 

Objects constitute significant elements of individual identity. Who we are has a lot to do 
with what we have and with what value we put on what we have. This point is easier to 
appreciate in the “off-line” physical world where objects with various symbolic or non-
symbolic values populate our environment. How about the online world, which is 
seemingly devoid of objects — at least in a purely physicalist understanding of 
objecthood? What role, if any, do objects play in shaping online identities?  

We take this question seriously, and seek a materialist answer to it. We seek an 
account that can do justice to things that matter, that offer potentials and resistances, 
physically but also socially, historically, psychologically, and so on.  Although this is 
admittedly a non-standard notion of materialism — modern philosophers often use 
physicalism and materialism interchangeably (Stoljar, 2009) — it is useful for our 
purposes in at least two ways. First, it allows us to consider the inherently material, not 
necessarily physical, aspects of the online world. Second, it opens a line of inquiry that 
situates digital artifacts in how they relate to existing social structures and in how they 
embody and anticipate the future through the socio-material practices that they allow or 
disallow. The first point is important because dominant discourses in information 
science, philosophy, and elsewhere tend to discount the underlying materiality (even 
physicality) of the “virtual” (e.g., Lévy, 1998). The second point matters because it 
allows us to see current online experiences from the historical perspective of modernity 
(Day and Ekbia, 2010).  

2. Two Lines of Inquiry 

Our study of the relationship between objects and identity in the online world follows 
two lines of inquiry.  One is inspired by post-structuralist accounts of quasi-objects, the 
other by recent work in economic sociology on justification and mutual agreement.  

Originating in the psychoanalytic notion of “part-objects,” Winicott’s notion of 
“transitional object,” and the Lacanian notion of objet petit a (object little-a), the notion 
of “quasi-object” later appears in discussions of intersubjectivity by Serres, of scientific 
theories and entities by Latour, and of technology and virtuality by Lévy. In Lacan’s 
(1991) psychoanalysis, objet petit a stands for an unattainable libidinal object of desire 
(e.g., the breast), which is imagined to be separable from the rest of the body, in the same 
fashion that an ornament can be detached from the body. As such, it both drives and 
limits the desire, and can be sought in the “other” traversing the order of the real and the 
imaginary, the mind and the body, the self and the other. In the age of the Internet, this 
raises the question of whether our common fascination and obsession with online 
depictions of our identity — digital variants of Lacan’s “mirror image” — may be a 
reassertion of specific (infantile?) desires. Answering this question in earnest requires 
empirical research on how identities are fluidly (de-, re-)constructed on the Web 
(Aboujaoude, 2011). However, the beginnings of an answer can be found in the writings 
of Michel Serres (1982) who seeks to explain identity and intersubjectivity from a 
materialist perspective. Famously characterizing the furet in a children’s game (a French 
game resembling hunt-the-slipper) as a quasi-object, Serres argues that the identity of the 
child who carries the furet changes as he becomes distinct from others by becoming “it” 
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(Serres, 1982). In so doing, the furet also connects the players and their positions, fixing 
and stabilizing the collective. The passage of the furet, in other words, allows the co-
constitution of both (quasi-)objects and (quasi-)subjects (Day 2010).  

Economic sociology, on the other hand, shows that subjects and objects are mutually 
qualified in different orders of worth. In their attempt to integrate economic and social 
values in a single analytic framework, for instance, Bolatanski and Thévenot (2006) have 
arrived at a set of principles that people resort to in order to justify their actions. These 
principles, which operate within different regimes of worth, are appealed to by 
individuals depending on the particular “world” (or polity) in which they inhabit in a 
given situation. “Persons and things offer one another mutual support. . . With the help 
of objects, which we shall define by their belonging to a specific world, people can 
succeed in establishing states of worth.” (Bolatanski and Thévenot, 2006: 131). 

In previous work, these lines of thought have led us to two key propositions: (i) 
Digital artifacts are quasi-objects, which mediate collective practices that seem to exert a 
strong force of desire in the specific circumstances of our times (Ekbia, 2009a); and (ii) 
People operate within various regimes of information in which they enact information 
through collective practices of situated social orders (Ekbia, 2009b; Ekbia and Evans, 
2009; Garfinkel, 2008). Here we integrate and extend these two lines of inquiry in order 
to explore the question of online identity. Our key argument is that people’s identities are 
mediated through digital artifacts (personal websites, personal profiles, blogs, etc.) in a 
process in which the identities of the subject and the object are collectively and mutually 
enacted by the network of people who take interest in them.  

3. Online Behavior: Game and Identity 

Take your personal profile on a social networking site, for instance. The profile 
represents you, but not in the sense that your photograph, for example, would represent 
you. By creating a profile, in a way you create a representation of yourself, your history, 
tastes, hobbies, friends, friends of friends, and so on. But on closer scrutiny this is not a 
representation, traditionally understood as a stand-in that has a resemblance relationship 
to you. Nor is the profile simply an active representation noncausally coupled to you in 
the way that most computer representations are believed to be coupled to their subject 
matter. The profile is an artifact that both mediates and traces your network of friends, 
hobbies, and history. As a complex event, not a representation, it constitutes a complex 
site for the actualization of such a network. Lastly, the profile participates in the 
embedding environment, taking you to unforeseen places, while being itself shoved 
around by others. In this manner, it acts like characters in a good novel who take on, we 
are told, a life of their own, dragging the author along with them (Bakhtin, 1984). In a 
serious way, the fate of the profile is in the hands of others who take interest in it and 
who build bridges between you and their profiles. In short, your identity is enacted in a 
collective process organized around your profile, in the same way that the identity of the 
child is shaped in carrying the furet. You become “it,” with the caveat that the nature of 
the “it” in an electronic medium enables a strongly malleable, transient, and unstable 
identity, providing enormous room for playfulness, fantasy, illusion, deception, self-
deception, and so forth.  

  We want to explore these issues, especially in regards to computer games and how 



Proceedings IACAP 2011  

 - 268 - 

an individual’s “virtual” identity in a game may, or may not, interact with their identity in 
the non-game (off-line) world.  With the growing potential of personalizing game 
characters (avatars) to represent individual features, this question has become 
increasingly meaningful and significant. For instance, in games for health, we can 
connect a Personal Health Record to a gaming platform so that, through proper data 
linkages to environmental signals, one’s real-life behavior would affect the game — 
think of an avatar that becomes large, drunk, or ill depending on how you eat, drink, or 
behave.  How would the change of the avatar influence your real-life identity? Is the 
avatar the equivalent of the furet? Or does it exert less/more influence?  
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Abstract. In the information age representational (information, cognitive, cultural, 
communication) technologies instead of material ones become the dominant factor 
in the construction of social being. To conceptualize this shift, I suggest that 
Aristotle’s dualistic ontological system (which distinguishes between actual and 
potential being) be complemented with a third form of being: virtuality. In the 
virtual form of being, actuality and potentiality are inseparably intertwined. 
Everything that is produced by representational technologies is a virtual being. 
Therefore, in the information age, social being, too, has a virtual character, as it is 
produced by representational technologies. Information itself is a product of 
representational technology; while it is also interpreted being. This process of 
interpretation takes place in human minds, and the process can be described as a 
“hermeneutical industry”. The information society is inhabited by virtual beings, 
so it has a virtual and open characteristic. 

1. Technology and Representation 

Technology is a specific form or aspect of human agency, the realization of the human 
control over a technological situation. 18 Every element of the human world is created by 
technologies. Both human nature and the social being are the products of our 
technological activity, and their characteristics are determined by the specificities of the 
technology we use to produce them.19  
 All historical forms of human nature and of social being are constructed (and 
continuously re-constructed) or produced (and continuously re-produced) by historical 
versions of technology. Technology has an ontological Janus face: it produces both 

                                                 
18 This definition of technology is on a higher level of abstraction than usual conceptualizations 

(cf. Feenberg, 1999).  
19 Social (or human) being, obviously, has an active role in the formation of any technology: given 

technological and social relations coexist and interrelate in a complex way, so that they 
mutually shape each other. My view on construction is closer to that of Marxism (Lukács 
1978) than to those of phenomenology (Berger and Luckmann, 1966) and of radical 
constructivism (Glasersfeld, 2011).  
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“things” and “representations”. For thousands of years, people used material (agricultural 
or industrial) technologies where the material product was in the foreground, although 
the symbolic content was also present.  
 The last few decades have witnessed a significant technological change, in that 
“representations” have became dominant over the “thingly” products in the most 
important technologies of our age. On the one hand, new (cognitive, communication, 
cultural, and information) technologies have emerged; on the other hand, the 
representational or symbolic function of traditional technologies has become more 
significant. As a consequence, the most important characteristics of the social being are 
essentially transformed. The terms “post-industrial / knowledge / risk / information / 
network society” all refer to a type of society where representational technologies are the 
dominant factor in the (re)construction or the (re)production of human nature and of 
social being.  

2. Virtuality and Openness in Information Technologies 

The shift from material technologies to representational (information, cognitive, cultural, 
communication) technologies has important consequences for our notions of reality. The 
concept of virtuality has a central role in redefining reality. The term “virtuality” is 
relatively new, but a brief overview of the history of philosophy reveals that the 
fundamental components of virtuality have been extensively discussed (Ropolyi, 2001). 
The central concepts in this respect are presence, worldliness, and plurality. All three 
acquire their meaning from a certain relation between actuality and potentiality.  
 I suggest that the Aristotelian dualistic ontological system, which distinguishes 
between actual and potential being, be complemented with a third form of being: 
virtuality. In the virtual form of being, actuality and potentiality are inseparably 
intertwined. Virtuality is potentiality considered together with its actualization. 
Openness is actuality considered together with its possibilities. As compared to reality, 
virtuality is reality with a measure, a reality which has no absolute character, but which 
has a relative nature. 
 All beings produced by representational technologies are necessarily virtual. To 
illustrate how technologies produce virtual beings, let us consider information 
technologies. The characterization of information technology should be based on an 
understanding of the concept of information. Obviously, information is a product of a 
kind of representational technology, and thus it is virtual. In a hermeneutic approach, 
information is “interpreted being”. On this account, information technology is a 
“hermeneutical industry”, where the production is performed by interpretation in the 
minds of people. All the products of this “industry” are virtual beings. Consequently, 
social being in the information age is necessarily a virtual being. Information society is a 
society where the typical beings are virtual ones, and so the whole society has a virtual 
and open characteristic.  
 In a specific point of view the Internet, too, is a kind of information technology. It 
is an intentionally created and maintained artificial, virtual sphere which is based on 
networked computers and individual human interpretation praxes. The Internet is the 
medium (or sphere) of a new, virtual mode of human existence, basically independent 



The Computational Turn: Past, Presents, Futures? 

 - 271 - 

from, but built on, and coexisting with the former (natural and societal) spheres of 
existence, and created by the late-modern humans. 
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Abstract. The main goal of my talk will be to link the discourse on trust in 
epistemology with the philosophical discourses on trust and ICT. I will argue that 
linking these two lines of research is needed to apprehend the notion of epistemic 
trust. Epistemic practices in science as well as in everyday life are characterized 
not only by their socialness, i.e. the fact that agents collaborate and rely on others 
in their attempts to know, they are also deeply pervaded by information 
technologies. In short, I claim that a) contemporary epistemic practices take place 
in increasingly complex, dynamic and entangled socio-technical epistemic systems 
consisting of multiple human and non-human agents, b) that trust is a crucial 
concept to understand these practices, and c) that information and communication 
technologies (ICT) play an important role in mediating and shaping trust 
relationship between different agents. 

1. Trusting to Know 

In 1991, Hardwig asserts that “[f]or most epistemologists, it is not only that trust plays 
no role in knowing: trusting and knowing is deeply antithetical. We can not know by 
trusting in the opinions of others: we may have to trust those opinions when we do not 
know ((Hardwig 1991): 693). This argument rests on the assumption that in order to 
know, we have to be able to provide evidence, we have to justify our knowledge claims 
with our own cognitive resources and cannot know by simply trusting the testimony of 
others. Yet a closer look on epistemic practices in science as well as in everyday life 
shows that our knowledge depends deeply on trust in other people. Without trusting in 
what others have told us, we would neither know some of the most basic facts about 
ourselves, such as the date and place of our birth, nor could we have achieved the most 
advanced scientific knowledge. This is the central dilemma of testimony and epistemic 
trust in philosophy: while on the one hand it seems that almost everything we know 
depends on our trust in the testimony of others, the status of testimonial knowledge and 
the role of epistemic trust remain highly controversial. Yet things are even more 
complicated. Within contemporary epistemic practices trust is not only placed in other 
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humans, but also in technologies, processes, institutions and content. Indeed, information 
and communication technologies (ICT) play a special role for epistemic trust, because 
ICT is not only an entity that can be trusted itself, ICT also increasingly mediates and 
shapes trust relations between all other entities as well. Hence, to understand epistemic 
trust, the role of ICT cannot be ignored and epistemology has to take insights from other 
fields of research, most notably philosophy of computing and into account.  

2. Trust and ICT 

The special role of ICT for trust has been addressed under different labels such as online 
trust, digital trust or e-trust. While all terms refer to practices of trust that take place in a 
digital environment, the different labels are related to different research foci. Three of 
them should be distinguished:  
1. ICT as an entity of trust itself (i.e. how human agents place trust in ICT as a 
technology)  
2. ICT as a mediator of trust relationships between human agents as well as between 
humans agents and other entities (such as content)  
3. Trust in multi-agent systems, i.e. trust relations amongst artificial agents as well as 
between human and artificial agents  
 First, ICT can be an entity that is trusted itself, i.e. trust into ICT can be considered 
as trust in a specific type of technology, hence as a special case of trust in technologies. 
Here analyses of whether one can rightfully talk about trust in technology in the first 
place (for instance (Nissenbaum 2001), or whether and to what extent we do or should 
place trust in technologies have been discussed ((Cheshire, Antin et al. 2010)).  
 Second, ICT mediates trust relations amongst and between humans and non-human 
entities to a profound extent. Even in the most basic form, if communication between 
two humans who know each other in person takes place via email, chat, social 
networking sites or even telephone, ICT mediates between truster and trustee (cf. (Ess 
2010)). Epistemic trust placed in such technologies cannot be fully understood by 
referring to trust in technology or trust in persons only. Take the example of the online-
encyclopedia Wikipedia. If one trusts content from Wikipedia, this practice of trust is 
neither trust in a technology proper (namely the wiki-software), nor is it trust in 
individual writers (which are often unknown), nor can this trust be fully explained by 
institutional trust in the Wikimedia Foundation. I have argued elsewhere, that trusting 
Wikipedia should rather be conceived as trust into a certain socio-technical epistemic 
system characterized by technological infrastructure, epistemic agents (i.e. the users of 
Wikipedia), and certain processes employed in creating epistemic content ((Simon 
2010b)).  
 While Wikipedia ((de Laat 2010), (Tollefsen 2009), (Magnus 2009)) and Blogs 
((Goldman 2008)) have attracted some interest within epistemology by now, other types 
of social software, such as recommender systems or social tagging systems have not yet 
received serious attention. Yet, in such types of social software that function primarily 
via aggregation, problems of trust are potentially even harder to tackle and the classical 
means provided by epistemological analyses on trust in testimony appear even less suited 
for understanding epistemic trust within such applications.  
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 Finally, there is another type of e-trust, which is starting to receive attention within 
philosophy: trust in multi-agent systems. Two instances of trust are crucial with respect 
to trust in multi-agent-systems. First, there are the trust relations amongst artificial agents 
within multi-agent-systems. (e.g. (Taddeo 2010b)). Second, there are not only trust 
relations amongst artificial agents, but also between human and artificial agents, which 
are intrinsically more complex as (Grodzinsky, Miller et al. 2010) have noted.  
 In my talk I will specify in more detail, how these insights from the philosophy of 
computing could be made useful for an epistemology of trust. 
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Abstract 

Computer simulations (CS) designate the current scientific condition. Inevitably, one has 
to distinguish crash tests from climate simulations, and one has to be aware of the 
differing problem dimensions posed by e.g. the simulation a quantum physical 
system by a classical physical system in comparison to those advanced by an agent-
based simulation of a mass panic in a stadium. And without question, CS achieve 
diverse tasks and have quite dissimilar reputations in different scientific disciplines. 
But undeniably, CS brought with them a novel kind of knowledge, a modified set of 
research problems, and a  transformed historical-philosophical comprehension of 
science. Thus, knowledge emerging in CS derives from the computer-based 
imitation of dynamic system behavior which penetrate everyday life in forms of 
ecological, medical, economical, or technical applications and decisions. Initially, 
novel scientific problems and research fields historically form where they would 
not have been tractable without the digital media of CS. And not least, the 
traditional concepts of theory and experiment are essentially modified, 
transforming the „mode-1« science (Gibbons, 1994) more and more into a 
„behavioral science of complex systems“ (Mahr, 2003). This transformation is 
based on an explicitly media-historical rupture marked by the digital mediality of 
CS. The digital media inherent in CS develop typical and intrinsic modes of 
operation and visualization in their application on analytically and experimentally 
intractable problem fields. Sebastian Vehlken’s presentation embarks on examining 
the “social computing” aspects of a particular kind of CS in a two-fold way. First, it 
will describe the specific (self-) organizational aspects of agent-based modeling and 
simulation (ABM), zeroing in on several pivotal examples of large-scale social 
simulations. These range from crowd control (e.g. Massive Insight) and logistics 
(e.g. TransSims) to epidemics (e.g. PLAN-C by NYU Bioinformatics Group) and 
large-scale models of the complex interactions of agents in whole societies (e.g. 
Global Scale Agent Model by Brookings Institution). It will discuss the notion, the 
epistemic function and the technological means of the bottom-up modeling 
paradigm of ABM, providing essential advantages over CS based on discrete 
events. Whilst the latter are required to define assumptions of the constituents of a 
system and their interdependencies from top down, ABM are decentralized and 
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function without a definition of the global system behavior. The system behavior 
emerges from the definition of simple and locally (on the level of the individual 
agents) implemented settings. As Borshchev and Filippov (2004) put it, ABM thus 
better »provides for construction of models in the absence of the knowledge about 
the global interdependencies: you may know nothing or very little about how 
things affect each other at the aggregate level, or what is the global sequence of 
operations, etc., but if you have some perception of how the individual participants 
of the process behave, you can construct the AB model and then obtain the global 
behavior.« The bottom-up performance of ABM induces a synthetic problem 
approach by converging to adequate and context-dependent solutions in a process 
of a systematic comparison and evaluation of different simulation runs and 
scenarios. Thereby ABM leapfrogs fixed object or context allocations in an 
exemplarily interdisciplinary manner. The media history of research in social 
collectives reveals a reciprocal ›socialization‹ and ›biologization‹ of computer 
science and a likewise computerization of the social sciences when it comes to the 
development of adequate ABM models for describing collective behaviors in space 
and time. The development of Animation Effects in CGI is distinctly 
interconnected with biological and sociological computer models of collective 
dynamics, and vice versa. Second, it will consider the importance of digital 
visualizations for scientific research with ABM. The adherent types of Computer 
Graphical Imagery (CGI) exemplarily raise questions not only about the status of 
animated, 3-dimensional and dynamic digital images as interfaces for the 
refinement of societal “computer experiments” and the “intuitive” handling of the 
ABM by researchers. One must also ask about their state as ‘visual evidence’ and 
‘representation’ for phenomena and processes in social dynamics which would 
remain intractable without these digital ‘time-based images’. Not least, the 
technological conditions resulting of the multiple filtering-, smoothing-, or 
thresholding procedures involved in providing ‘visual validation’ have to be 
accounted for. These aspects have to be further investigated on the basis of a 
media-technologically informed theory of operational images, linking the modes of 
visualization of ABM with their programmed data base in the ABM software. And 
since the development of certain Animation Effects in the CGI industry is 
historically distinctly interconnected with biological and sociological computer 
models of collective dynamics, and vice versa, the hard-, wet- and software 
foundations of ABM can be short-circuited with applicable modes of CGI 
generation: both operate in a highly distributed manner of ›socially‹ interacting and 
›locally‹ defined agents. Hence, the presentation investigates the specific 
epistemical and technological rupture marked by CS on the basis of ABM in social 
simulations. The respective applications facilitate a mode of visualization by 
(synthetic and therefore operational) images which address the inconcievable 
representation of complex social dynamics by generating visual presentations: 
Only the observation of modeled processes in the runtime of ABM enables the 
evaluation and manipulation of critical factors and variables and the ensuing re-run 
of the simulation. And this results in a type of dynamical “data images” (see 
Adelmann et al., 2009, Schubbach, 2007) yet to be further investigated. It provokes 
a type of operational images with a highly socio-political dimension – images 
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which depend on and which foster social decision-making in (time-) critical 
environments. 
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Abstract. Social simulation is a growing field that proposes a computational 
approach to the social sciences. Simulation provides a powerful alternative for the 
novel understanding of the epistemology, ontology, and taxonomy of the social 
phenomenon, structure and process. Social simulation can be an intellectual 
resource and experimental field for developing a novel notion of “social 
phenomenon” within which various forms of human action can be represented. 
Social simulation may be used to examine not just the current situation in a 
society, but also possible social situations. Classical models that only use natural 
language is inadequate for the comprehension of dynamic and complex systems in 
the social sciences. Pure mathematical and/or statistical models are intractable. 
Simulation may offer to overcome the limitations of classical models in the social 
sciences. In this paper, we will propose five general principles that should be take 
into consideration in social simulation: 1- Agent-Based Models: We describe 
agency as an essential criterion for social simulation. 2- Game Theory: Game 
theory is a study that can provide some formal epistemological data for 
understanding the rationalization process of individuals. From the social 
simulation point of view, discovery is an agentive-informational-system and we 
consider this system as a set of complex principles that should be rationalized by 
simplification, approximation, optimization, and generalization. 3- Control 
Systems: In order to understand the autopoietic, dynamic and complex structure of 
social systems, we should develop an organismic conception of society in which 
control mechanisms have an essential role for the social models and simulation. 4- 
Tools: In social simulation, a stylized-computational-language should be built in 
which the data on social structure are coded and represented in the computer 
simulation. 5- Ontology: Emergence is one of the essential concepts in the 
ontology of social sciences in which certain theories try to explain the macrolevel 
phenomena in terms of the behavior of microlevel actors. 

Social simulation is a growing field that proposes a computational approach to the social 
sciences.20 Simulation provides a powerful alternative for the novel understanding of the 

                                                 
20 Gilbert and Troitzsch (2005: 5) explains the main reason behind the developing interest on 

social simulation as follows: “The major reason for social scientists becoming increasingly 
interested in computer simulation, however, is its potential to assist discovery and 
formalization. Social scientists can build vey simple models that focus on some small aspects 
of the social world and discover the consequences of their theories in the ‘artificial society’ 
that they have built. In order to do this, they need to take theories that have conventionally 
been expressed in textual form and formalize them into a specification which can be 
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epistemology, ontology, and taxonomy of the social phenomenon, structure and process. 
Social simulation can be an intellectual resource and experimental field for developing a 
novel notion of “social phenomenon” within which various forms of human action can be 
represented. Social simulation may be used to examine not just the current situation in a 
society, but also possible social situations. Classical models that only use natural 
language is inadequate for the comprehension of dynamic and complex systems in the 
social sciences. Pure mathematical and/or statistical models are intractable. Simulation 
may offer to overcome the limitations of classical models in the social sciences.  

In this paper, we will propose five general principles that should be take into 
consideration in social simulation. 

1- Agent-Based Models:          

Agency must be the central notion in social simulation since the cognition of social 
reality originates from agentive actions. We claim that agency is the ontological and 
epistemological constituent of social reality. It is characterized by agentive activity. 
Agency must be the essential criterion for the success of social simulation. Social 
simulation must consider the social phenomena as a form of action of a dynamic-
representational system, developed during interaction within the environment. 
Equating properties of the social phenomena with properties of its elements 
[individuals] is the basic mistake. Social structure cannot be a subject of a special 
examination of the group of individuals. Behavior and agentive actions cannot be 
found in the specific groups of individuals, but in the whole agent-environment-
interaction system. The discovery of social phenomena in social simulation does 
mean a new kind of action of the highly dynamic-representational system capable of 
making inferences from its structure and process in order to achieve new results of 
action and form novel systems directed towards the future. Therefore, in social 
simulation, discovery is not a mystical emergent property of social phenomena, but a 
form of agentive action necessarily following from the development of a dynamic-
representational system.  

2- Game Theory: 

Game theory is a study that can provide some formal epistemological data for 
understanding the rationalization process of individuals. From the social simulation point 
of view, discovery is an agentive-informational-system and we consider this system as a 
set of complex principles that should be rationalized by simplification, approximation, 
optimization, and generalization. In social simulation, this type of rationalization should 
depend on idealization. Idealization transforms the environmental data into ideal-
agentive-rational-information. However, idealization should not be seen as abstraction.21 
We consider the idealized information as one of the basic capabilities of social 
simulation, providing the preconditions for the adaptive behavior of agency in a very 

                                                                                                                        
programmed into a computer. The process of formalization, which involves being precise 
about what the theory means and making sure that it is complete and coherent, is very valuable 
discipline in the social sciences to that of mathematics in the physical sciences.”   

21 As Nowak (2000: 116) states, “idealization is not abstraction. Roughly, abstraction consists in a 
passage from properties AB to A, idealization consists in a passage from AB to A-B.” 
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complex environment. In the adaptiveness of agency, the information of environmental 
structure and organization may be grasped rationally, for the rationality lies in the 
agentive attitude towards environmental structure and organization, not in the essence of 
environment itself. Therefore, there is not a hidden essence in the environmental 
structure and organization that should be represented in a computational and 
representational manner for the rational behavior of an agent. In social simulation, our 
aim is to understand how properties of rationalized agency are related to the behavioral 
action that is performed under complex environmental/social situations. This type of 
understanding requires idealization, as idealization can be seen as a method of 
constructing informational structures in which data gained from the environment/society 
can serve the goal of forming special types of rationalized agentive interactions. 
Idealization, in social simulation, leads an agent to a successful informational 
approximation. Idealization is a type of theorizing that includes specification, 
approximation and optimization about certain sets of agentive and social systems. The 
presentation will include analysis of two game theoretical models for social simulation.  

3- Control Systems:  

Social systems should be considered as self-organizing, non-linear, dynamic, and 
complex phenomena. From the computational or representational point of view, dynamic 
and complex systems are difficult to study because most cannot be represented in 
simplified and hierarchical models. In order to understand the autopoietic, dynamic and 
complex structure of social systems, we should develop an organismic conception of 
society in which control mechanisms have an essential role for the social models and 
simulations. There are several conditions for choosing the appropriate strategy for the 
control mechanism of an agent such as the availability of data for the performance of an 
agent, comparing stable and dynamic parameters of the environment, and the access to 
explicit data about plans, goals, and the current state of affairs. For building computer 
simulation for an agentive system, it is very important not to restrict an agent to follow 
only one predetermined set of rules but to give it the opportunity to choose and shift 
different sets of rules according to its situation. This can be done by a proper control 
mechanism which can find a balance between stability and flexibility of information in a 
complex environment. In this section, we will also examine the Project Cybersyn as a 
control mechanism example for the social simulation.                               

4-Tools: 

In the presentation, we will briefly explain what should be the logic of computer 
programs in social simulation. In addition, we will claim that, in social simulation, a 
stylized-computational-language should be built in which the data on social structure 
are coded and represented in the computer simulation. The general concepts of this 
stylized-computational-language will be briefly introduced in the presentation. Some 
of these concepts are empirical protocols, nodes, links, data processing, boundaries, 
taxonomy, observation period, randomization of parameters, outcome validity, 
process validity, and internal validity. 
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5- Ontology 

Emergence is one of the essential concepts in the ontology of social sciences in which 
certain theories try to explain the macrolevel phenomena in terms of the behavior of 
microlevel actors. In this part, we will show that how a reflexive model in social 
simulation can build an emergent model of the relation between the individual and 
the society.  
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Abstract. Social media has played an important role as hub for information in 
political change. It can contribute to the development of psychological and social 
preconditions for dialog and democracy.  

 
Information communication technology (ICT) made it possible for people to 
communicate beyond national borders. In particular, social media play an important role 
in making a place where people communicate each other, for example Facebook, 
MySpace, YouTube and so on. In other words, under these circumstances, social media 
function as the third place (Oldenburg, 1999). People have two essential and 
indispensable places in their lives: one is home and another is working place. Further to 
those places, people have one more place where they could have relationships with 
others informally in public (what Oldenburg called “informal public life”). And the third 
place contributes not only to unite people in communities but also to know how they 
contribute in various problems and crises there. Therefore the third place would nurture a 
relationship with others and mutual trust under the unrestricted access condition, and 
also it would be open for discussion and ground for democracy (Oldenburg, 1999). In 
this context, social media can provide the third place to users in some cases.  
 Social contexts of communication are defined by geographic, organizational and 
situational variables, and those variables influence the contents of communication among 
people (Sproull & Kiesler, 1986). And, in order to discern social context cues, 
communicators observe static cues (physical setting, location etc.) and dynamic cues 
(non-verbal behavior like gesture or facial expression) in communicating with others. 
Communicators’ behavior is determined based on social context cues and they can adjust 
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their behavior depending on situations through the process of interaction between them. 
However, in online communication, it is more difficult for communicators to perceive 
static and/or dynamic elements compared to face-to-face communication. Because in 
many cases social media limit the number of characters and the amount of data that they 
can post while making it possible for users to communicate regardless of physical 
distance, national boundaries and time difference. On the other hand, participation is 
seen as the key element in the recent trend toward democratization and in real numerous 
users send and receive a huge amount of information via social media to cultivate a 
relationship with others and strengthen mutual exchange beyond borders. In general, it is 
recognized that social media advance participation through exchanging information with 
minimal social context cues. 
 Tunisian people shared information on what happened in the country and when and 
where anti-government protests were held, by social media such as Facebook and twitter. 
In other words, social media seemed to support political change in Tunisia. Behind it, the 
number of the internet users is 3.6 million, which is 34% of the population total, and 
there are 1.6 million users of Facebook roughly equivalent to 16% of the population 
(Internet World Stats, 2010). Tunisian government had blocked particular websites. 
Facebook was one of the few social media free to access. Under these circumstances, for 
the people living abroad, Facebook functioned as primary source of information to have 
direct access to daily events in Tunisia. 
 Under these restrictive access conditions, social media like Facebook provides 
users with opportunities to communicate with others and also to state their opinion, in 
order to overcome constraint and the old regime. In this context, social media serve as 
the third place and users develop solidarity and reinforce identity through online 
communication. As is obvious from the statistical date on the internet users mentioned 
above, it is estimated that the number of in-country users of Facebook are fewer than the 
number of users living abroad. Many users followed with what was going on in Tunisia 
showing in-country users that they were all caring about political change. And this 
phenomenon is recognized as a kind of participation to collective movement through 
social media regardless of physical distance or time difference.  
 However, communication through social media has some problems. At first, 
exchanged information via social media is minimized social context cues under severe 
restricted conditions, due to sending information certainly and rationally. Therefore 
information tends to be extreme and there is a risk of group polarization. Second, in 
social media, information receivers gather fragmented information based on personal 
experience and make it plausible to understand easier as their own experience or to relive 
the experiences of its senders. And, through this process, users develop a sense of 
solidarity and share expectation as well as norms organizing them as one community. 
Therefore social norms accrete influence on users in particular communities and advance 
self-stereotyping among them as solidarity and social identity are enhanced. This 
situation is fraught with social risk of exclusion of others. Some people call Tunisian 
political change as “Facebook revolution” or “twitter revolution” on the internet. Are 
these diminutives really pertinent? Indeed, social media has played the important role as 
“hub for information” and the third place in political change. However, social media has 
to contribute to the development of skills for dialog in order to achieve a really 
democratic society (Asai & Kavathatzopoulos, 2010; Kavathatzopoulos, 2010, 2007). 
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1. Extended Abstract 

In a time in which the Internet pervades everyday life and information published is 
readable all over the world, it becomes very important to deal with ethical problems 
related to whistle blowing via the Internet. Although there are basic concepts like 
anonymity, privacy and freedom of speech, for every new kind of phenomenon we have 
to discuss its ethical aspects (Kizza, 2010)( Nadler and Schulman, 2006). A current 
example is the platform WikiLeaks which publishes a vast amount of secret documents. 
To evaluate ethics of WikiLeaks (Hanson and Ceppos, 2006)(WikiLeaks About), we 
will apply the following ethical approaches: 
 The Utilitarian Approach, focusing on the consequences that the publications of 
WikiLeaks have on the well-being of all parties that are affected directly or indirectly, so 
there are two sides to consider: 
• On the one hand, the uncovering of misconduct and the increased transparency of 
the government are of such importance that the publications benefit society as a whole. 
So it alleviates the opinion making and leads to a greater understanding of governmental 
work.  
• On the other hand the publications may threaten the national security and so harm 
society. They lead to a society with decreased integrity which may eventually result in 
less communication, more technical restrictions and so in less freedom. 
To achieve a balance between both sides a potential approach could be that WikiLeaks 
reduces their amount of published data and classify the data more in detail. Further they 
could contact the company or government concerned before the publication, so that this 
party itself could acknowledge the misconduct. 
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The Virtue Ethics Approach, focusing on attitudes that develop our human potentials 
such as e.g. honesty, courage, faithfulness, trustworthiness and integrity. It is easy to see 
that WikiLeaks disregards these virtues in many different contexts. They are accused for 
putting people’s lives at risk, publishing stolen data and degrading loyalty, privacy and 
integrity of data. The only virtue they undoubtedly represent is transparency which is not 
considered classical ethical virtue, but may be seen as an element of democracy. So 
WikiLeaks must ensure that the increased transparency gained by the publication is much 
more worth than all other aspects which will only be the case at severe misconduct by the 
concerned party that is made public as no other way of corrective action was available. 
 The Information Ethics Approach: From the point of view of Information Ethics, 
we can study how information is revealed/communicated in the networks of agents. 
Within approach we can ask questions such as: what is the function of “information 
hiding” and “encapsulation” such as found in Object Oriented Programming and any 
hierarchical organization? What would be the behavior of a society in which every agent 
would be connected with every other agent and share any information they have?  
 Interesting to observe is the global character of WikiLeaks, in a world regulated on 
the base of nations, which seem to act in a grey zone since the legal situation is unclear 
and different governments are still searching for a crime Julian Assange can be charged 
for.  
 In reality the issue of WikiLeaks (Kintzinger and Zepelin, 2010) (Greenberg, 2010) 
implies much more than an ethical discussion about whistle blowing and leaking, 
integrity and freedom of speech. WikiLeaks have become a symbol of a deep change in 
the publicity of information in the digital age, at least with the present-day technology. It 
has generated the greatest confrontation between the established order and the advocacy 
of the culture of the totally open Internet. 
 We are at the moment a part of the world where it is difficult to control and keep 
information secret and safe from eavesdropping and unauthorized use. Some of the 
relevant questions are: Has the institution of legal secret, business secret, military or 
organizational secret become obsolete? If yes, why? If no, how to protect information 
which should be protected? Who and how decides which information is worth making 
public and which is not? According to Assange (Bieber, 2010) (Fallows , 2010) personal 
integrity must be protected. Why not institutional integrity? 
 If leaking is a good democratic mechanism shall we not have leaks of WikiLeaks as 
well? And so on…a chain, or a loop of leaks? In a totally transparent world, how would 
information overload be managed? Shall we give up all trust? Or, equally important: 
Whom shall we trust?  
 Perhaps problems with information protection will lead us to a society where 
conversations are reduced to minimum and information less accessible as it has become 
obvious that anything can be made public. In the end, the result would be not an 
increase, but a decrease of freedom.  
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Abstract. In global software engineering (GSE) groups of people from all over the 
world collaborate on the development of one system. For example, it is common 
for Western companies to send development work to Asia or Eastern Europe. 
Within these collaborations the differences between cultures and the problems 
these differences create, are plentiful. Because we expect that computing 
professional organizations codes of ethics are insufficiently adapted to GSE, we 
investigate the culture-relative interpretations of codes of ethics and the guidance 
they provide for global teams and collaboration. We analyze the codes of ethics of 
the ACM (US), CSI (India), IPSJ (Japan), HKCS (Hong Kong) and EI (Ireland). 
We look whether the codes explicitly address ethical dilemmas caused by global 
interactions, and investigate the ethical guidance provided by the codes. For the 
latter we apply them to three case questions that one could raise in a GSE setting. 
Our work differs from that of others in that it examines the practical applicability 
of codes of ethics instead of their contents and that our goal is not to study 
different culture-relative interpretations of just one problem. During our analysis 
we did not find imperatives that directly hinder global interaction, but 
unfortunately we were also unable to find any that sufficiently address this topic. 
Only one of the studied codes asks to consider cultural differences. While 
answering the case questions using the imperatives from the aforementioned 
codes, the cultural perspectives needed to interpret the words become clear, and 
we learn that little attention is given to the problems associated with global 
collaboration. We conclude that all studied codes would benefit from more explicit 
guidelines for those professionals that work in GSE.  

1. Introduction 

Despite the globalization of the software engineering profession, most computing 
professional organizations are active in a limited number of countries and have their own 
code of ethics (CoE) or code of conduct (CoC). These codes are thus national in scope 
(Wheeler, 2003). According to a 1996 study as much as 78% of IS professionals use 
these codes in their ethical decisions (Joyce et al., 2003). At the same time, ethical 
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reactions and attitudes are influenced by culture and national origin (Christie et al., 2003; 
Nyaw & Ng, 1994)
. As a result ethical decision making is a complex endeavor in the 
current global IS practice (Wheeler, 2003). We expect that the codes have not kept up 
with the globalization of the profession.  
 To explore the possible difficulties computing professionals may encounter during 
their ethical decision making in global software engineering (GSE), we analyze the codes 
of ethics of five professional organizations and apply their codes to three case studies. 
We characterize our study by the following  research questions.  

• Do the studied codes specify culture-relative imperatives that could hinder or 
support global software engineering?  

• Do the studied codes provide adequate ethical guidance for IT professionals in 
global interactions? 

2. Related Work 

To our knowledge no studies exist that take a similar, practical approach to identify 
problems for global software engineers in computing professional CoE. Earlier work 
does compare codes (Oz, 1993), even in international settings (Joyce et al., 2003; 
Wheeler, 2003) and is discussed below. Work that combines codes of ethics with 
cultural influences can be found for example in (Arnold et al., 2007), which studies the 
views of western European accountants on actions prescribed by CoC based on their 
country of origin. It is found that these views differ significantly.  
 Case studies exist which review the ethical stance of different cultures on specific 
issues, for example, software piracy (Swinyard, Rinne, & Kau, 1990), but these studies 
either do not include CoE of computing professional organizations or do not have the 
goal to study their usefulness in decision making. Specific in another way are the case 
studies in (Anderson et al., 1993), which focus only on the ACM code. 

2.1. COMPARING CODES 

Oz reviews four codes of US computing professional organizations finding flaws, moral 
dilemmas, and points for improvement (Oz, 1993). We differ from (Oz, 1993) in that we 
do not limit our study to US codes.  
 In their study comparing 27 international CoE Joyce et al. found only eigth themes 
that were common to more than 50% of the CoE (Joyce et al., 2003). Compared to the 
work by Joyce et al. our work aims to identify problems encountered during ethical 
decision making in a GSE context, while their work focusses on the content of the codes. 
 Wheeler (2003) compares the codes of the ACM, the British Computer Society 
(BCS) and the Australian Computer Society (ACS) to find differences and similarities. 
Our work differs from (Wheeler, 2003) in that we put more emphasis on how codes are 
used in a global setting and the selected codes. 

2.2. A GLOBAL CODE 

Some voices suggest to unite everyone by one global code of ethics (Payne & Landry, 
2006; Wheeler, 2003). Davison on the contrary does not believe it is possible to 
establish a global code due to differences between nations and cultures (Davison, 2000). 



The Computational Turn: Past, Presents, Futures? 

 - 291 - 

His concerns are supported by the difficulties IFIP experienced in the 90s when it 
attempted to establish a consensus document to serve as a base for the development of 
codes by member bodies (Joyce et al., 2003).  
 We consider the views of Brey (2007) and Wong (2009) more balanced. They both 
acknowledge that a universal ethic would be ideal, but respect that in practice this can 
only be implemented as an extension of the local moral systems (Brey, 2007) and that we 
should avoid to force ‘our’ ethics onto another culture (Wong, 2009). 

3.  Selection of CoE 

In our study we compare five CoE, those of: the Association for Computing Machinery  
(ACM, 1992), Computer Society of India (CSI, 2010), Hong Kong Computer Society 
(HKCS, 2010), Information Processing Society of Japan (IPSJ, 1996), and Engineers 
Ireland (EI, 2009). Only five codes were selected to limit the study to a manageable size. 
The codes are chosen based on the role of their organization's home country in GSE, as 
well as variation in culture. The full paper provides more rationale for the selection. 

4.  Static Code Analysis 

In this Section we answer our first research question. To do so we informally compare 
the content of the five codes. Our assumption is that if an imperative is culture-relative it 
will not appear in all codes. Note that this does not capture culture-relative 
interpretations of imperatives. It is to capture interpretation problems that we include the 
case studies in Section 5. Comparing the CoE we find that only one of them asks to 
consider cultural differences, but we find no imperatives that directly (by formulation) 
impede inter-cultural collaboration. A number is culturally bound, and we expect all will 
be interpreted differently even when imperatives match. 

5.  Employing The Codes 

In this Section we apply the five selected CoE to three case studies. In this we way hope 
to discover whether the studied codes provide adequate ethical guidance for IT 
professionals in global interactions. Below we formulate our case studies as three 
questions that one might ask him-/herself in a GSE project. 

• Developing a medical system for deployment in several countries across the 
globe, should I be aware of all legal requirements?  

• How do I design my system so that it respects the expected level of privacy? 
• May I say ‘yes’ to an assignment I receive from a German customer when I am 

uncertain that I can complete it? 
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6.  Concluding Remarks  

While studying the CoE we found only a couple of imperatives that could hinder GSE 
collaboration. However, none of the codes seem to be written with global collaboration 
in mind. And only the IPSJ CoE explicitly mentions the problem of cultural differences. 
Further, the case studies show that decisions on ethical dilemmas will often depend on 
the interpretation by professionals or the implicit stance of the code. We feel that the 
CoE should provide more guidance to deal with the complexity of ethical decisions in a 
GSE setting. Our primary recommendation for computing professional organizations is 
to revise their CoE to reflect the advance of GSE. Future work could examine how this 
may best be achieved within each culture. 
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The main concern of this paper centers around the issues arising from the use of 
intellectual property rights (IPRs) as a tool of globalization, and how creations of 
information technology are usually protected through the IPR regime as well as how the 
technology is used as a means by which globalization is effected. Works on the 
justification of intellectual property rights typically fall under two extremes: either they 
reject IPRs outright or they accept IPRs as necessary for global commerce and useful 
innovation. The former argue, on the one hand, that IPRs are hegemonic tools by which 
the developed countries in the West keep the emerging developing ones at bay or exploit 
the natural resources of the developing countries through what is known as biopiracy or 
bioprospecting. On the other hand, those who embrace IPRs usually base their arguments 
on the role that IPRs are necessary as a means of protecting those who have invested in 
creating useful innovations. Problems arise when the products protected by IPRs are 
carried across national borders and thus become global. In order to ensure protection 
afforded by IPRs across countries, a worldwide system has been created by which IPRs 
are protected which in many cases override the sovereignty of states. Thus it is clear that 
IPRs are clearly tools of globalization; one sees globalization concretely at work through 
the creation and enforcement of trade-related intellectual property rights across countries 
in the world today. 
 The polarized debates around IPRs have created countless cases of conflicts 
between those who fight for globalization and those who are against it. Chief in these 
debates is the ethical issue, especially when products protected by IPRs have strong 
impact on the livelihood and even the survival of those who depend on them. New 
pharmaceutical products, for example, are almost always patented, which enables the 
manufacturer to be able to charge very high price to cover their investments and also to 
earn themselves profits for their shareholders. However, when people in the poorer 
developing world are in need of these drugs, it is clear that there are moral issues 
involved. Are the pharmaceutical companies morally obligated to provide the fruits of 
their intellectual investments at lower cost so that they are affordable by the poor? It 
would strongly seem so. However, there are also cases where IPRs are justified by 
arguments that they are necessary as an incentive for innovation. Without effective IP 
protection, the life saving drugs in question might not have arisen in the first place. 
Furthermore, there are also cases where IPRs are used as tools for protecting the creation 
of those within the developing world themselves. Without workable IPR regime, it is not 
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quite conceivable how innovation that takes place within the developing world can even 
get off the ground. In fact ineffective enforcement of IPRs in the developing world has 
been cited as one reason for these countries remaining stagnant economically. 
 The present paper aims to break this impasse. The underlying issue behind the 
debate on patented pharmaceuticals and other products such as software or other forms 
of innovation is the use of IPRs as a tool for protecting intellectual creation. The 
intellectual content that becomes property through patents is constituted by information. 
Thus the issue becomes in effect how information itself is owned and how it has become 
a commodity. Hence it is clear that the issue depends the value one puts on the 
information in question. It is just not that case that information can have more or less 
values on its own – if the information answers to the people’s needs and desires, then 
naturally it is more valuable. This implies that the value a piece of information has is 
dependent upon context, which is mostly made up of people. Thus IPRs function when 
information itself has economic values and can be bought and sold. This shows that in 
themselves IPRs are neither positive or negative, no more than a piece of cloth sold in 
the market is either positive or negative. IPRs then can be used either positively or 
negativey. For example, when they are used to monopolize life saving drugs so that 
poorer people cannot afford them, then they are negative, but they can also perhaps 
become more positive when they are used to advance the interests of poorer people by 
ensuring, for example, that the plant species belonging to their natural habitats are 
protected, or their own intellectual creation is recognized and given due protection. 
 As mentioned previously, information technology plays a significant role in all this. 
First of all, products of information technology itself are usually protected by IPRs. 
Software is usually protected by copyrights. It is well known that the open source 
movement in software strikes a middle ground between copyright protection and 
commercialization on the one hand, and releasing everything onto the public domain on 
the other. This can be a way out of the impasse, but it needs more thorough theoretical 
justification, which is also an aim of this paper. Another, no less important, point is that, 
as the technology spreads the information around, and as information does not have 
values on its own as previously discussed, information technology itself stands to be used 
either positively or negatively too. This seems to be a come back to the old position of 
technological neutralism (the idea that technology is not good or bad in itself). But it is 
not. When one allows for all the constraints and implications associated with a 
technology (i.e., when a technology constrains us to behave one way or another due to 
the nature of that particular technology itself), there is still room for using that 
technology within these constraints either positively or negatively. Hence, a way is open 
before us and it is up to us to decide which way to go. We only need to be able to 
foresee, to the extent that we can, what kind of consequences there will be as a result of 
our choosing. 
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TOWARDS A HERMENEUTIC PHENOMENOLOGY OF CYBER-
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Abstract. Since the 1990ies, regulation by program code has become an issue in 
theoretical reflection on computers. Michel Foucault’s concepts, and, in particular, 
Gilles Deleuze’s claim that control societies substitute disciplinary societies in the 
age of computers, have been popular points of reference. The present paper 
suggests interpreting control as a form of regulation that is essentially connected to 
computers: From Foucault’s considerations a distinction is derived between power 
and control. Control is conceived as a more radical mode of regulation: a 
determination of possibilities of action that – as is shown by relating Foucault to 
Martin Heidegger – is first made possible by computer technology. 

1. The power of code 

In an article called “Soft Cities”, William J. Mitchell (2005) explores similarities and 
differences between traditional “real-world” space and the new, computer-generated 
spaces. He observes that the coded conditionals in cyberspace provide a fundamentally 
new mode of regulation: you cannot argue with computer programs, you cannot plead or 
bribe them. Lawrence Lessig (2006) refines his claim “code is law” by stating that this 
new form of regulation rather works through “a kind of physics. A locked door is not a 
command ‘do not enter’ backed up with the threat of punishment by the state. A locked 
door is a physical constraint on the liberty of someone to enter some space.” (p. 82) 
Code is a regulator in cyberspace because it defines the terms upon which a certain 
cyberspace environment is offered: It decides what can be said and done in that 
environment. 
 Lessig refers to Michel Foucault (1995) who had addressed the kind of regulations 
that become relevant in a new way in cyberspace: “Discipline and Punish” introduced the 
perspective that tiny corrections of space regulate by enforcing a discipline. In fact, 
Foucault’s reflections on disciplinary power are embedded in his larger project of 
exploring the historical transformations that substitute sovereign power by what he calls 
biopower: a new kind of power that does not employ law but technology and that does 
not prohibit behavior but produce it. (Foucault 1998) 
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According to Gilles Deleuze (1995), disciplinary societies have been replaced by control 
societies in the age of computer technology. Alexander Galloway (2004, 2010) has 
characterized protocol and program code as the essential means of regulation in control 
societies. 

2. Power and freedom 

According to Foucault, to exercise power means to structure the possible field of action 
of others. By doing so, these individuals are transformed into subjects, where the word 
subject has two meanings: to be subject to someone else’s domination, and to be tied to 
one’s own identity. 
 Foucault (2002) emphasizes that power can only be exercised over free subjects. A 
subject is free insofar it is not absolutely self-identical or determined. In the extreme case 
where power constraints action absolutely or physically, both power and freedom 
disappear: “slavery is not a power relationship, when man is in chains.” (p.221) I suggest 
conceiving control as such a form of regulation that goes beyond power and erases 
freedom. 
 While the absence of physical determination seems to be a necessary condition for 
freedom, it is not a sufficient one. Since it does not seem adequate to suppose a kind of 
metaphysical autonomy in Foucault’s conception of the individual, we turn to the 
relations that Hubert Dreyfus (2003) has established between the concepts of Foucault 
and Martin Heidegger for a deeper understanding of how to conceive the sources of 
freedom. According to Dreyfus, Heidegger’s question – how things have turned into 
objects in modernity – is complemented by Foucault’s question – how individuals have 
been turned into subjects. This allows connecting Heidegger’s concept of Being with 
Foucault’s concept of power. Since one’s goals and horizons of meaning arise from 
one’s background understanding that Heidegger calls the clearing of Being, exercising 
power over a certain individual (to influence his/her possibilities of action) is possible by 
shaping this clearing. A subject is constituted by the corresponding understanding of 
Being, and the more static this understanding is, the closer to absolute self-identity is the 
subject. Thus freedom can be grasped as hermeneutic oscillation – as a condition where 
various understandings are suspending and balancing each other. 

3.  Materiality as a source of freedom 

According to Heidegger, the understanding of Being has always been influenced by 
technological artefacts and vice-versa. A tool suggests what it is to be used for: 
Heidegger’s (1995) prominent example is the hammer, which is embedded in a structure 
of “in-order-to”-relations and refers to goals, practices and other tools. 
 In contrast to tools, whose materiality disappears into their usability, works of art 
emphasize their materiality. By doing so, they expose a fundamental gap between the 
material sphere and the conceptual sphere. Heidegger (2008) conceives this as a struggle 
between earth and world. The artwork’s materiality cannot be exhaustively interpreted 
with one conceptual frame, thus it steadily keeps evoking new interpretations. This is 
how materiality provides a source of freedom. Also tools, due to their materiality, may 
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be abused or used in different ways that were not intended originally. Addressing what 
he calls the “designer fallacy”, Don Ihde (2009) has examined such non-intended usages 
of technologies. Ihde’s argument against the possibility to design in advance a tool’s 
usage relies on the tool’s materiality. 

4. Cyberspace as the congruence of material and conceptual 

For a long time theology and science employed god’s order of creation or the capacity of 
human reason to bridge the gap between the conceptual and the material sphere. 
(Heidegger 2008) The task of metaphysics was to provide narratives that justified the 
adequacy of a certain vocabulary for describing reality. Nietzsche’s “death of god” is 
nothing but the acknowledgement that there is not one single conceptual system that 
adequately describes reality. The “post-modern” call for conceptual pluralism is a 
consequence from this insight. 
 In cyberspace environments, however, the productive tension between the material 
and the conceptual is erased: The programmer is the god who creates this reality, and the 
respective program code is really an adequate description of this reality. Conceptual and 
material sphere coincide in cyberspace. A gun in a 3D shooter game is nothing but a gun 
and a buy-with-one-click-button in an online shop is nothing but a buy-with-one-click-
button. The “designer fallacy” argument does not hold in cyberspace. And thus, as agents 
in a cyberspace environment, we are 100% self-identical subjects. According to my 
suggestion, this is what control is about. 
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Abstract. WikiLeaks has focused the attention of the media during a few weeks by 
the end of 2010. The diplomacy of the United-State of America has been called 
into question. Modern democracies are hampered; as sovereign states, they are 
now facing a novel dilemma. This paper constitutes an attempt to understand this 
evolution by seriously considering the WikiLeaks project not as a simple media 
strategy, but as the possible kickoff of a totally new way doing politics, in a perfect 
transparency, without secrecy nor hidden issues. Our purpose here is both to show 
how information technologies, of which WikiLeaks is a sub-product, contribute to 
transform the traditional political forms and how the notion of “sousveillance” 
helps us to apprehend these evolutions. 

1. A Few Recent Facts 

WikiLeaks has focused the attention of the media during a few weeks by the end of 2010 
and, previously, during the summer and the autumn. The diplomacy of the United-State 
of America and of some other countries has been called into question by what people 
called the Cablegate, by analogy to the Watergate. Let us remember that 250,000 of 
secret telegrams containing embarrassing information about American, European and 
Middle-East foreign policies were divulged to newspapers by the WikiLeaks 
organization. Modern democracies, and especially the United-States of America, were 
hampered. The main argument they developed against WikiLeaks was formal: it 
concerned the danger that was posed to those whose name had been explicitly mentioned 
in the cables. However, it clearly appeared that, for those sovereign states, the question is 
not only just saving life of a few people: they are now facing a novel dilemma. On the 
one hand, last few years many democracies opened public data to all citizens (Obama 
2009). On the other hand, states are always used to deal with many matters, especially in 
the diplomatic area, either in secrecy, or, at least, in a discrete way. As a consequence, 
they can't easily accept the divulgation of top secret informations. In brief, the aspiration 
to a total transparency, that many of our contemporaries share, modifies the rules of 
government, while WikiLeaks shows the limits of officially proclaimed public 
transparency. 
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2. A New Ideal of Transparency 

With the recent developments of information technologies a new ideal of total 
transparency seems to be born. Note that, by itself, the ideal of total transparency is not 
new. It already existed in the 19th century (Benjamin 1934). The use of glasses in the 
architecture, for instance the “Chrystal Palace” that was built for the London Universal 
Exhibition in 1851, reflected this ideal. 
 A few years before, in the end of the 18th century, Jeremy Bentham had described 
an architecture for surveillance designed to ensure a total transparency (Bentham 1838). 
Called the Panopticon, it was a model for prisons, factories, hospitals, etc., that have 
been conceived to make individuals totally visible to their guards, while these ones were 
invisible to them. The goal of transparency was again to facilitate education, 
surveillance, care, etc., which enhanced the role and the situation of authority holders.  
By contrast, the new transparency that is encouraged today is individual and not 
institutional. It is directed towards and against the authority holders, which are 
permanently under the cameras. For instance, the policemen are continuously filmed. 
The professors, physicians, lawyers, politicians etc. are permanently evaluated, etc.  
The concept of “sousveillance” that was introduced by Steve Mann well characterizes 
this new form of transparency (Mann 2003). This neologism forged by analogy and 
opposition to the word surveillance, means that the watcher is situated below (“sous” in 
French) the authority, while in case of surveillance he is situated above. 

3. The Horizon of WikiLeaks 

To understand the horizon of WikiLeaks, let us first note that Julian Assange, the 
promoter and editor in chief of WikiLeaks, was initially a computer scientist who first 
worked on cryptography. So doing, he adopted an atypical posture. While almost all the 
cryptographers work for armies, secret services or banks, he developed cryptographic 
tools for people. His idea was to make everybody able to hide information to the 
authorities (state, company, etc.).  
 Now, with WikiLeaks, Julian Assange proposes to render publicly available all 
information about authorities. He proposes creating “open governments” where all data 
about the government and the public decisions would be worldwide accessible to 
everybody. The underlying idea of a perfect collective transparency seems to justify his 
action, which somehow refutes his first attitude of privacy protection.  

4. Limits of the Generalized Sousveillance 

The utopia of a generalized sousveillance, i.e. of a sousveillance extended to the overall 
society, that excludes surveillance, faces an inherent contradiction: the authorities are 
made of individuals, who, as such, need to be protected, which becomes impossible 
because of the exclusion of surveillance.  
Without going deeply in the exploration of this first contradiction, consider now the 
extension of the sousveillance regime to the overall worldwide society. It faces at least 
two types of limitations, some being intrinsic, others extrinsic. 
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 The main intrinsic limitation is due to our cognitive abilities that are too limited to 
permit to observe and to assimilate all the information we have at our disposal. As a 
consequence, we spontaneously filter the information flows and we focus our attention 
on the most prominent facts. But, we do not decide by ourselves what criteria are 
adopted to qualify the prominence. Most of the time, this is decided by people who 
manipulate us by distracting our attention. 
 The second type of limitation is extrinsic in the sense that it is not an own limit of 
the regime of sousveillence itself, but it is due to foreign factors. Specifically, nothing 
prohibits the coexistence of a generalized regime of sousveillance with multiple regimes 
of surveillance. For instance, NGOs or big multinational companies may continue to 
gather and exploit data; they even can take advantage of free public data to extract useful 
knowledge for the sake of their own interest, without any respect of privacy.  

5. The Failure of the Wikileaks Ideal 

Despite the attacks to which it was submitted and the fact the Julian Assange has been 
jailed, WikiLeaks is undoubtedly very popular nowadays. There even exist attempts to 
build more or less specialized clones of WikiLeaks in many places all over the world. 
However, the original Assange project seems to have failed. The causes of this failure 
are directly related to the limitations of the generalized sousveillance regime that were 
expressed in the previous paragraph.  
 First of all, Julian Assange wanted to freely disseminate data allowing every citizen 
to get any information he wanted, when he wanted. However, during the Cablegate, 
WikiLeaks didn't freely divulge the 250,000 diplomatic telegrams he had; he sent them 
to well established newspapers that had to filter, anonymize the messages and dramatize 
their publication, with appropriate comments and advertisements.  
 Another failure of the WikiLeaks project is due to the project itself, which was 
supposed to free people from any kind of authorities. However, it clearly appears that 
WikiLeaks has now become a new authority, which plays a role symmetrical to other 
more traditional authorities, as states or NGOs and companies. Julian Assange himself 
acts in his own organization without any real transparency, which shows the limitation of 
the generalized sousveillance principle as it was promoted by WikiLeaks. 
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Abstract. “Whoever controls the information owns the power”. Many scientists 
and philosophers have been interested in analyzing the relationship between 
information and power within the society and they all argued that a kind of 
dependency exists between the control of information and the political power. In 
this paper, we propose to analyze this dependency from a structuralistic point of 
view by assuming that changes in the information schema of the society would 
necessarily produce changes in the power schema, characterizing by this way the 
concepts of surveillance and sousveillance. We suggest examining these changes 
on two levels, the structure of the information schema and the nature of 
information, by taking as a study case the Tunisian popular revolution in which 
information technology have played a significant role.  

1. Introduction 

From a structuralistic point of view, we can model the information society as entities 
exchanging information in some pattern that we will refer to as information schema. 
Similarly, we will call power schema, the one representing the balance of power between 
the entities within the society. By neglecting other socioeconomic factors, we can say 
that the power schema is somehow characterized by the information schema. Therefore, 
it is reasonable that a revolution in the latter produces a revolution in the former. To 
illustrate these aspects, we take as a study case the Tunisian popular revolution that we 
consider as a logical consequence of the anterior revolution of Information Society. 
Indeed, yet five years ago, the World Summit on the Information Society held in Tunisia 
reflected the contradiction in the dictator's policy towards Information Technology. At 
the same time, he was promoting its use and censoring its access. In effect, he was not 
suspecting at that time, that five years later he would be overthrown by what he was the 
most proud of, i.e. Information Technology. In the following, we try to analyze this 
revolution on two levels, namely the structure of the information schema and the nature 
of information itself. 
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2. Informational Revolution  

2.1. STRUCTURAL LEVEL 

Based on the concept of Panopticon introduced by Jeremy Bentham in 1785 (Bentham 
1838), Michel Foucault (Foucault 1975) described the classical schema of surveillance 
in a society as a hierarchical organization, in which the state controls the information 
either in its dissemination through the media and education or its collection through 
intelligence. This schema also defines the classical power schema as a vertical 
organization, the state at the top and the people at the bottom. Besides, censorship has 
often been the classical way of controlling the information in such configuration. Since 
several years ago, Internet has substantially transformed the information schema which 
progressively took the form of the World Wide Web structure, that of network. This 
reversed the power schema in a way that balanced the power relationship between the 
state and the people by promoting transparency of information and democratization of 
power. This schema coincides with the architecture of Catopticon introduced by Jean-
Gabriel Ganascia (Ganascia 2009) in order to describe the structure of “sousveillance”, 
in opposition to Bentham's Panopticon. Sousveillance has been defined by Steve Mann 
(Mann 2003) as the acquisition by people of information technology so they can use it 
against their keepers.  
 During Tunisian revolution, we observed a real showdown between the people and 
the government, especially through social networks that have been a real staging ground 
for the demonstrations. The advantage provided by the internet can be explained by 
several reasons. First, notions such as community and sharing that have been developed 
through social networks like Wikipedia, Facebook and Twitter have created a kind of 
proximity between people and strengthened their solidarity. Second, the distribution 
aspect of networks and speed of information propagation (small world effect) make 
social networks a very effective offensive tool. For example, the worldwide cyber-
activist organization known as Anonymous launched an operation called #OpTunisia 
against the Tunisian Internet Agency servers paralyzing several government web sites. 
Moreover, the great demonstration that led to the departure of the dictator has been 
organized via Facebook overnight just after his last speech. Third, this structure is robust 
against targeted attacks because of the absence of “leaders”. Finally, it is effective 
against censorship because it is always possible to introduce information from a part of 
the network.  

2.2. SEMANTIC LEVEL 

The second aspect of change in the information society has been made in the nature of 
information contents. For some time indeed, the multimedia, especially video is being 
increasingly important within the information exchanged over the Internet. We could 
explain this by several reasons. First, the constraints of formalization and formulation 
downsized the previously privileged position of texts, leaving the ground for videos 
which appeared to be a more effective mode of information circulation in terms of 
quickness and straightforwardness. Second, in addition to the fact that image is 
semantically richer than text; it is also much closer to the human’s mental representation; 
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so it allows a better effect on the mental image, which gives it more impact in 
information transmission.  
 All these factors contributed to the success of video particularly through video-
blogging and gave birth to a new kind of media, which is the collaborative journalism, 
where everyone contributes to the spreading of information. Furthermore, many news 
TV channels, when they were not allowed to directly cover events, had no other choice 
than collecting and sorting amateur videos provided by protestors in order to broadcast 
them afterwards. 

3. Counter-Revolution 

Even though the network structure, as we exposed, is resistant against attacks, there is 
still one kind of attack that is effective against information networks and which takes 
advantage of its foregoing characteristics, that is propaganda. That was an essential 
tactical point that let the former regime to launch a counter-revolution by changing its 
behavior in a second time from censorship to disinformation. It seems that they 
understood that they would be more able to control information by fabricating it rather 
than by blocking it. For example, in just a brief delay after the censorship has been lifted 
on the internet, multiple Facebook pages have been created to turn the opposition parties 
against each other and the Ministry of Interior created an official page to make 
propaganda. In a few hours, Facebook has been flooded by a huge quantity of rumors 
about criminals and snipers shooting people outside so that terror led people to not think 
rationally and they didn’t trust any information anymore. By this way, the government 
created chaos and paralyzed the network.  
 
 In the same way, image has also been used in the counter-revolution. For the same 
reasons cited above it has been a very effective tool of manipulation. For example, in 
attempt to discredit protestors, the government staged several acts of violence and spread 
them on the internet so that a lot of people called to stop demonstrations.  
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Abstract. Recent catastrophes have increased the desire to get rapid information 
about infrastructure such as power and services and not necessarily from the 
people providing these services. While news sources seek to provide such 
information, they are biased toward providing information that increases reader or 
viewer interest. Sousveillance is appropriate in these cases and here we describe an 
unusual method for such observation, which we call negative souveillance. This is 
observing which systems or services disappear in a time of catastrophe and 
reporting on their disappearance. 

1. What Disappeared? 

Mann’s development of "watchful vigilance from underneath" is useful in cases in which 
the surveilled feel that information may be used to harm them.  But what of the special 
case in which the disenfranchised feel that information is being withheld form them? 
 Amid the recent earthquake, tsunami, and nuclear power crises of Japan in 2011, 
several individuals have expressed to me the feeling that they “are not being told 
everything.” Indeed, Wikileak’s (Pilger, 2010) recent diplomatic cable archive 
documents the extent that governments and organizations routinely keep politically 
delicate details out of the public eye. 
 Negative databases (Esponda, 2006), on the other hand, are designed to solve a 
different problem altogether. That is the keeping records which if stolen do not reveal the 
identity of individuals. Negative databases achieve this by storing the complement of the 
set of what is being tracked. Essentially the database shows what isn’t of concern. 
The work of Trevor Paglen, involves long-distance photography and data analysis to 
document secret installations. Extending his approach the negative intelligence gatherer 
would seek to understand what websites, infrastructure systems, environmental sensors 
or documents have become unavailable. 
 The negative sousveillance concept then is to record, track, or infer what isn’t there. 
This essentially suggests a two-stage process. The first step is citizens or activists to 
survey or map infrastructure systems or environmental status. Paulos, Honicky, and 
Hooker (2009) showed how urban populations could use mobile phones as dense 
environmental sensors for citizen science. Analogously, Bonanni et al. (2010) have 
created a system for tracking and account supply chains and their environmental effects. 
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Project such as OpenStreetMap have already sought to create public domain maps of the 
physical world. The second step is to record what has disappeared. 
 The approach is broadly applicable. Those interested in digital image manipulation 
can keep a delta showing how an image is gradually altered over time through the 
addition of watermarks or removal of figures from the scene. Those interested in network 
systems can track network outages due to disasters or kill switches, which would be used 
by governments to limit internet access (Cowie, 2011).   
 The practices of negative information gatherers in some cases would be similar to 
those of network security professionals. They might proceed by using tools such as nmap 
to scan various network services and store them into a database (Lyon, 2009). As 
services disappear they would then be listed in the far more interesting negative 
database. Those interested in environmental sensors may either try to gain access to the 
sensor data or distribute their own environmental sensor network. When nodes in such a 
network stop responding further investigation is warranted. It may be that the network 
node needs to be replaced, that it has been tampered with, or destroyed by environmental 
causes. But the absence of information is just as interesting as steady broadcast. 
 The anticipatory step of documenting infrastructure before it disappears is also 
useful in disaster situations when officials may be inundated with requests for 
information. I believe the question “is X inoperative” is an easier question to answer to 
than “what type of X exist and are they inoperative?” With careful foresight the negative 
database may be able to answer both questions without relying officials or outside 
organizations for details. 

2. Skepticism & DIY Authority 

The feeling of powerless that comes from lack of information can be alleviated by the 
realization that you yourself can gather information. While news sources, corporate press 
releases, and government agencies often have access to expert assessment I think it is fair 
to question whether such experts have biases. For instance, news outlets may err on the 
side of sensationalism to stir up concern about a recent event; corporations may time 
announcements to minimize the impact of bad news (Gross, 2004), or agencies may try 
to minimize widespread panic at the expense of accurate information. 
 One interesting aspect of DIY infrastructure, environment, or network monitoring is 
that those affected can collect and analyze details that affect them. When objects 
disappear from view instead of entering a memory hole they are instead specially noted 
as they are entered into a negative database. It is our hope that less will escape the notice 
of those willing to do the legwork involved in becoming authorities themselves. 
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Abstract. Governments world-wide introduce electronic identity systems to adapt 
the process of citizen identification to the needs of the information society. These 
innovation processes primary aim at improving e-government services, but imply 
further societal and political objectives. The emergence of identity management 
represents a demand for (re)gaining control over personal data in virtual 
environments. Compared to predominating security goals, privacy aspects are 
often neglected and not sufficiently implemented. The analysis from a privacy 
perspective shows that the current situation of governmental e-ID can be described 
as a control dilemma: despite of its aim to (re)gain control, the e-ID could 
ironically even foster a further loss of control over individual privacy. As a 
consequence, an e-ID system itself might turn into a sort of amplified surveillance 
interface. In this regard, the e-ID could become a synonym for a panoptic 
instrument of power. The e-ID example refers to the major challenge of enhancing 
governmental transparency for individuals and the public sphere to compensate a 
further growth of information asymmetries and imbalanced control over personal 
information between citizens and governments. 

Information and communication technologies continually pervade everyday life and 
change the dynamics of data processing and information handling in many respects. 
Significant increases in personalized services and social interactions over web 2.0 
applications inevitably entail further growth of digital data, aggravating individuals in 
controlling personal information and protecting their privacy. The convergence of analog 
and digital environments further accelerates these trends. The increasing relevance of 
electronic identity management (IDM) as an important field of research in the 
information society (Halperin/Backhouse 2008) is a prominent example for this 
convergence. While many different IDM concepts exist, especially national governments 
made remarkable efforts in recent years to introduce electronic ID cards for supporting 
online public services; primary objectives are improving security and unifying 
identification and authentication procedures in e-government.  
 Identification is a core function of governments and thus the creation of national e-
ID systems implies far-reaching societal transformations (Aichholzer/Strauß 2010) that 
contribute “to alter the nature of citizenship itself” (Lyon 2009). Hence, e-ID is more 
than an identification device; it becomes a policy instrument, and the focus more and 
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more shifts from being a “detecting” tool to an “effecting” tool; i.e., an instrument not 
only to support administrative procedures such as ascertaining identity in public services 
but to enable services and to impact societal and political objectives (Bennett/Lyon 
2008). Inter alia in EU information society policies the vision is to set up a “pan-
European infrastructure for IDM in support of a wide range of e-government services” 
(CEN 2004); and introducing e-IDMS also aims at fighting identity fraud and terrorism 
(CEN 2004). Privacy is obviously of vast importance but plays a rather implicit role 
while security issues predominate. Although e-ID introduction is not to be seen as a 
consequence of the 9/11 tragedy, this strong security focus was catalyzed in some respect 
by it (Bennett/Lyon 2008). E-ID cards “have become the tool of choice for new forms of 
risk calculation” and enable a “mode of pre-emptive identification” (Lyon 2009). History 
offers many examples for social discrimination and population control, drastically 
illustrating the strong relations between identification and surveillance (Bennett/Lyon 
2008; Lyon 2009). But IDM is not inherently a privacy threat. Whether an e-IDMS 
becomes an instrument of surveillance or not naturally depends on the concrete system 
implementation and its surrounding framework. Properly designed with respect to 
privacy enhancement, e-IDMS might contribute to informational self-determination; i.e., 
proactively support individuals in handling their different identities in different contexts 
and controlling their personal data (Clauß et al 2005), which is the very idea of IDM.  
 However, current e-ID card schemes only rudimentarily include privacy 
mechanisms and do not correspond to privacy-enhancing IDM (Naumann/Hobgen 2009). 
Particular problems are insufficient implementations of anonymity and pseudonymity, 
undermining the concept of unlinkability, which is essential to prevent “privacy-
destroying linkage and aggregation of identity information across data contexts” (Rundle 
et al 2008). The growing amount of personal data due to further trends towards pervasive 
computing environments intensifies these problems as identity never shrinks 
(Pfitzmann/Borcea-Pfitzmann 2010). The increasing visibility of identification 
mechanisms entails a sort of shadow22. This “identity shadow” facilitates data linkage 
and de-anonymization (Strauß 2011). Surveillance tendencies and predominant security 
objectives in the e-ID development imply further frictions. Combined with the evident 
danger of function creep, i.e., a purpose extension of e-ID usage, this could lead to the 
advent of a ubiquitous IDM infrastructure entailing further privacy threats. The current 
situation can be described as a control dilemma: while the increasing role of IDM 
represents “a demand to regain control over personal data flowing in digital 
environments”, the creation of governmental e-IDMS to fulfill this demand could 
ironically even foster a further loss of control over individual privacy (Strauß 2011).  
 In this sense, an e-IDMS has several similarities to Foucault’s (1977) interpretation 
of the panopticon “as a generalizable model of functioning; a way of defining power 
relations in terms of the everyday life of men”. Social control becomes automated as the 
algorithms of the system define the way one's identity is treated, i.e., the degree of 
service provision based on automated categorization. The trap of visibility (Foucault 
1977) here is the increasing ID-obligation triggered by the e-IDMS. While the system 
becomes more and more visible, its functioning becomes further blurred for individuals. 
They have to reveal their ID without knowledge about whether and for what purpose it is 
used - analog to the uncertain presence of the guard in the watchtower. Consequences 

                                                 
22 In recognition of Alan Westin: Privacy and Freedom, 1967 and the term “Data 

Shadow“. 
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would be self-censorship and limited individual freedom because “without transparency, 
one cannot anticipate or take adequate action“ (Hildebrandt 2008). 
 The control dilemma highlights the demand for more effective privacy concepts 
and control mechanisms, enabling citizens and the public sphere in controlling proper 
and legal data usage. One crux is the system inherent realization of anonymity and 
pseudonymity; and, related, a thorough data minimization, e.g., addressed by already 
arising approaches (e.g., http://vanish.cs.washington.edu) for an expiration date of digital 
data (Mayer-Schönberger 2009). However, their practicability is limited and they cannot 
solve the problem of information asymmetries between the governed and those who 
govern. Thus, the major challenge is to compensate this imbalanced control over 
personal information by enhancing governmental transparency for individuals and the 
public sphere. 
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As robotics moves toward ubiquity in our society, there has been only passing concern 
for the consequences of this proliferation (Sharkey, 2008). Robotic systems are close to 
being pervasive, with applications involving human-robot relationships already in place 
or soon to occur, involving warfare, childcare, eldercare, and personal and potentially 
intimate relationships. Without sounding alarmist, it is important to understand the nature 
and consequences of this new technology on human-robot relationships. To ensure 
societal expectations are met, this requires an interdisciplinary scientific endeavor to 
model and incorporate ethical behavior into these intelligent artifacts from the onset, not 
as a post hoc activity. We must not lose sight of the fundamental rights human beings 
possess as we create a society that is more and more automated.  One of the components 
of such moral behavior, we firmly believe, involves the use of moral emotions.  
     Haidt (2003) enumerates a set of moral emotions, divided into four major classes: 
Other- condemning (Contempt, Anger, Disgust); Self-conscious (Shame, 
Embarrassment, Guilt); Other-Suffering (Compassion); Other-Praising (Gratitude, 
Elevation). Allen et al (2006) assert that in order for an autonomous agent to be truly 
ethical, emotions may be required at some level: “While the Stoic view of ethics sees 
emotions as irrelevant and dangerous to making ethically correct decisions, the more 
recent literature on emotional intelligence suggests that emotional input is essential to 
rational behavior”. These emotions guide our intuitions in determining ethical judgments, 
although this is not universally agreed upon (Hauser, 2006). From a neuroscientific 
perspective, Gazzaniga (2005) states: “Abstract moral reasoning, brain imaging is 
showing us, uses many brain systems”, where he identifies the locus of moral emotions 
as being located in the brainstem and limbic system.   
     The relatively young machine ethics community has focused largely to date on 
developmental ethics, where an agent develops its own sense of right and wrong in situ.  
In general, these efforts largely ignore the moral emotions as a scientific basis worthy of 
consideration. Nonetheless, considerable research has been conducted regarding the role 
of emotions in robotics, including work in our laboratory over the past 20 years (Arkin, 
2005; Moshkina et al 2011). Far less explored in robotics is the set of moral secondary 
emotions, and their role in robot behavior and human-robot interaction. One example is 
where De Melo et al (2009) have demonstrated that the presence of moral affect in 
human-robot interaction is both discernible and enhances the interplay between humans 
and robot-like avatars.   
     Our own research (Arkin and Ulam, 2009) in the moral affective space research is 
illustrated by the use of guilt being incorporated into an ethical robotic software 
architecture designed for lethal military applications. Guilt is “caused by the violation of 
moral rules and imperatives, particularly if those violations caused harm or suffering to 
others” (Haidt, 2003) and is recognized as being capable of producing proactive, 
constructive change (Tangney et al, 2007). The specific architectural component we have 
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implemented, referred to as the ethical adaptor, incorporates Smits and De Boeck’s  
(2003) mathematical model of guilt, which is used to proactively alter the behavior of the 
robotic system in a manner that will lead to a  reduction in the recurrence of an event 
which was deemed to be guilt-inducing. In our initial application, this focuses on the 
deployment of lethal autonomous weapons systems in the battlefield, with respect to 
unexpectedly high levels of battle damage.  Simulation results demonstrate the ethical 
adaptor in operation.  
     For non-military applications, we hope to extend this earlier research into a broader 
class of moral emotions, such as compassion, empathy, sympathy, and remorse, 
particularly regarding the use of robots in elder or childcare, in the hopes of preserving 
human dignity as these relationships unfold in the future.  There is an important role for 
artificial emotions in personal robotics as part of meaningful human-robot interaction, 
and having worked with Sony Corporation on their AIBO and QRIO entertainment 
robots (Arkin, 2005), and Samsung for their humanoid robots (Moshkina et al, 2011), it 
is clear that value exists for their use in establishing long-term human-robot 
relationships.   
     There are, of course, significant ethical considerations associated with this use of 
artificial emotions in general, and moral emotions in particular, due in part to their 
deliberate fostering of attachment by human beings to non-human artifacts. This is 
believed to promote detachment from reality by the affected user (Sparrow, 2002). While 
many may view this as a benign, or perhaps even beneficial effect, not unlike 
entertainment or video games, it can clearly have deleterious effects if left unchecked, 
hence the need for incorporating models of morality within the robot itself.  
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In this note I will argue against the thesis that humans are equipped with computational 
structures and algorithms that are unconsciously used for logical reasoning. This thesis 
represents the received view in cognitive science, particularly in the psychology of 
reasoning. According to it, the processes by which people reason are unconscious and 
therefore inaccessible to introspection. The unconsciousness that these cognitive 
scientists allege is deep. Unconscious mental states of this form are not like the 
preconscious states of Freud, such as beliefs that can be ascribed to me when I am in 
dreamless sleep. For instance, when I am asleep I continue to believe that the second 
world war ended in 1945, even though I do not consciously entertain that belief during 
that time. The belief is preconscious; even though it is not conscious most of the time, I 
can easily bring it to mind by my own volition. The ``deep unconscious'' of 
contemporary cognitive science is also quite unlike Freud's ``dynamic unconscious'' 
(repressed memories, desires, etc.), although  the theory---and controversies---of the 
latter need not detain us here. But at least repressed mental states could potentially come 
to the surface via therapy. The unconscious mental states posited by contemporary 
cognitive science are much more hermetically sealed. 
  
I will use mental-logic theories (MLT) to anchor my discussion, but the arguments I will 
be making will apply to other computational accounts of reasoning, such as mental-
model theory. I believe that it might be possible to adapt these arguments in a way that 
will make them applicable to any theory that postulates unconscious computation, 
including theories of low-level peripheral cognition such as perception and language. But 
in what follows I will only be concerned with computational theories of reasoning. For 
simplicity, I will restrict attention to propositional logic, and specifically to what is often 
called the ``logical judgment'' problem, whereby a small number of fairly simple 
premises are given (often just one premise), along with a putative conclusion, and the 
problem is to determine whether the conclusion follows deductively from the premises.  
 
Alice is a college sophomore without any training in formal logic, although perhaps she 
has a meager background in algorithms (e.g., she might know what an algorithm is, and 
have a vague notion of what loops and conditional branches are for). According to 
mental-logic doctrine, Alice is equipped with a module for reasoning in propositional 
logic that consists of:  
(1) a number of inference schemas, such as modus ponens; and  
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(2) a control procedure, which, presented with a reasoning problem, regulates the 
selection of which inference rules to apply, when to backtrack, and so on.  
The procedure always terminates and can result in an affirmative, a negative, or an 
inconclusive (``can't tell'') answer. (In the context of the logical judgment problem, these 
two components are sometimes called the ``operations'' and the ``executive,'' 
respectively.) Now let L be Alice's logic for ``logical judgment'' in propositional logic, 
and let R be the associated procedure. And let P be a simple propositional reasoning 
problem. Presumably, if we presented Alice with P, her mental logic would kick in, R 
would operate for a finite period of time, and before long an answer would emerge.  
 
The contents of both L and R are in thinkable form, and indeed are eminently learnable. 
L presumably contains such straightforward inference rules as the contrapositive, and R 
contains a small number of simple instructions such as conditional branching and 
looping. It is quite conceivable, therefore, that Alice can be taught the specific rules of L 
and the algorithm R, and can voluntarily and consciously follow R. This does not have to 
be deliberate, in that I am not assuming that L and R are taught to Alice as the very 
mental logic that her own mind contains for propositional logical judgment. They could 
be taught to her fortuitously, as part of a random teaching assignment by a teacher, or by 
some instructor as part of a cognitive science experiment, and it could just so happen, by 
accident, that what she is taught is in fact identical to her ``mental logic,'' although Alice 
herself is entirely unaware of this. In fact Alice might not even be aware that she has 
such a logic at all.  
 
Now suppose that after a short crash course on L and R, Alice is presented with problem 
P and goes to work consciously applying R, while, unconsciously and unbeknownst to 
her, she is applying the very same procedure at the same time. The exact same process 
unfolds in two duplicate and concurrent threads, tracing two sequences of intentional 
states, which I will write as s_1,...,s_n for the conscious process and s_1’,...,s_n’ for the 
unconscious one. We might allow---as is surely logically possible, though improbable---
that the concurrency is exact, and that the two threads proceed in perfect lockstep. I 
claim that s_i and s_i’  are identical intentional state tokens for each i = 1,...,n. We might 
say that two intentional states are type-identical if they have the same mode and the same 
content (propositional or otherwise), so, for instance, your belief that Obama is the 
president of the USA is type-identical to my belief that Obama is the president of the 
USA because both the psychological mode (belief) and the content (that Obama is the 
president of the USA)are identical. What are reasonable identity criteria for intentional 
state tokens? Two intentional state tokens of one and the same person are identical if 
they have the same mode, the same content, the same causes, and sufficient temporal 
proximity. 
.  
In the present scenario, all these conditions obtain. Content and mode and identical by 
virtue of the fact that the logic and the algorithm on both levels are identical, and the 
causes are also the same in both cases---the execution of that particular algorithm on that 
particular input. Remember that according to the standard computational 
theory of the mind, the algorithms that are postulated by various cognitive scientists 
involve intrinsic intentionality (i.e., they are not observer-relative), and are causally 
efficacious. That is, a person's cognitive activity and concomitant intentional states are 
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the way they are because he or she is running the algorithm in question. So in both cases, 
it is the deployment of the same algorithm on the same input that is causing the states. Of 
course in this version of the thought experiment we actually have more than that. We 
also have complete temporal overlap. So, for any i, both s_i and s_i’ are occurring at the 
exact same time, in the same mind, with the exact same contents, and the exact same 
causes and effects. Therefore, the states are identical. But this is a contradiction, because 
we are now led to admit that one and the same intentional state is simultaneously 
occurring both consciously and unconsciously. I regard the contradiction as a reductio of 
the hypothesis that the process s_1’,...,s_n’ is occurring unconsciously; that the process  
s_1,...,s_n is consciously occurring is, of course, beyond doubt. I conclude that there are 
no such unconscious intentional states. The only intrinsic intentional states and 
computational processes that actually take place are the conscious ones.  
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1. Extended Abstract 

No one would debate that social cognition is a key characteristic of human-level 
intelligence. However, within the artificial intelligence literature, we find no system that 
carries out more than a rudimentary level of social interaction. Previous theoretical work 
on social information processing usually treats agents as input–output systems that lack 
internal representations of each other (e.g., multiagent systems) or develops formalisms 
unsuitable for practical implementation (e.g., undecidable epistemic logics). To move 
forward, new strategies for modeling interaction need to tractably support reasoning 
about the mental states of oneself and others. Here, we present steps toward such a 
model that we hope will address the need for a computationally plausible approach and 
will eventually lead to a system that can engage in complex dialog with others. 

An agent’s mental space is partitioned into models of agents. One of these is the 
model of self, which serves as the default source-of-truth when reasoning about the 
world. From a computational perspective, we find it useful to separate different 
modalities of mentality into different regions. For instance, inside of its self model, an 
agent will have a structure that stores beliefs about the state of the world, one that stores 
goals that indicate desired future states of the world, and one that stores intentions which 
are actions that manifest the goals. Since goals and intentions in this representation refer 
to mental states of which the agent is aware, we loosely use those terms as shorthand for 
the agent’s beliefs about its goals and beliefs about its intentions. Taking this view, the 
primitive mental object is the belief. 
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Continuing with the computational perspective, we represent a belief as a data structure 
that contains a literal representing its content and other contextual features necessary to 
guide reasoning. These features include temporal aspects analogous to valid time and 
transactional time in a database. That is, the literals in the belief may be associated with 
the period of time for which they were true (e.g., Yesterday, Jeff ate lunch between 11 
and 12) and the period of time during which they were held (e.g., I believed that Chris 
was a man until I met her), both of which may overlap. Asserting a belief as a goal or an 
intention involves placing it in the appropriate mental partition and does not require a 
corresponding change in representation. 

In addition to beliefs, which are stored within agent models, we represent 
relationships among those models. The principal agent model (i.e., the model of the self) 
connects to internalized models of other agents. These models are accessible through a 
believes relation. For example, consider a technical support agent conversing with a 
customer. During the exchange, the support agent may reason about whether the 
customer believes that his computer is plugged in. Trivially, we might represent this 
statement as (belief Customer (plugged-in computer)), which tells the system 
implementing the agent to look in the beliefs of the Customer model believed by the 
principal agent. Continuing, the agent may have a goal (goal (belief Customer (not 
(plugged-in computer)))). This goal would appear in a second Customer model that is 
connected to the agent’s goal space instead of its belief space. Notably the goal, 
intention, and belief operators are not modal operators. For our purposes, they index 
mental spaces that contain sets of beliefs. 

Importantly, knowledge is stored only when necessary. The principal agent’s 
default assumption is that other agents’ beliefs are in accord with its own. If the principal 
agent has no reason to believe that another agent is in disagreement, then that agent’s 
model will be empty. In the previous example, if the agent believes (plugged-in 
computer) and (believes Customer (plugged-in computer)), the actual belief will only 
appear in the principal agent’s model. The other models inherit the beliefs of their 
parents via default reasoning unless a specific belief is overridden by a locally stored, 
incompatible one such as (not (plugged-in computer)). As a rough approximation, we 
assume that all agents share the same inference mechanisms and long-term knowledge 
(e.g., rules) and do not attempt to represent differences in cognitive ability or domain 
knowledge. 

With this basic framework in mind, there are six challenges that must be addressed 
to implement a functioning system. Here we present these along with our proposed 
solutions for two of the most compelling ones. 

1. When are new agent models introduced? 
2. When are agents linked to each other? 
3. How are agents traversed to unpack a nested statement? 
4. What is taken as common ground? 
5. How are beliefs ascribed to nested agents? 
6. How does one agent reason about another? 

Addressing the first challenge, the most apparent situation is when a new agent joins a 
conversation. If individuals discuss an absent agent, one may treat that agent as either a 
simple object or an agent to whom one may ascribe beliefs. To illustrate, suppose Tom 
tells the principal agent, “Harry likes pudding.” That would correspond to some belief 
either in the principal model or the Tom model that resembles (likes Harry pudding). If 
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instead, Tom said, “Harry said that he likes pudding,” we would need to create a model 
of Harry, that would let us store (believes Harry (likes Harry pudding)). Where the belief 
resides depends on the mental state of the other agents and how their models are 
connected. 

Answering the sixth challenge, we recall that all agents are assumed to use the same 
inference system and domain knowledge as the principal agent. Typically this 
mechanism “resides” in that agent’s model. However, one can shift perspective by 
moving the seat of the inference system to another agent model. In this sense, there is a 
clear relationship to simulation theory, but the domain knowledge may include rules that 
encode how agents reason about each other much like the theory-theory. As a result, we 
can integrate ideas from both camps to help reach our operational goal of intelligent 
systems that can collaborate and engage with people in realistic dialogs. 
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AGENCY: ON MACHINES THAT MENTALIZE 
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1. Agency, Responsibility, and Mentalizing 

The ability of human beings to attribute mental states has been variously referred to as 
“mindreading” and “mentalizing.”  The purpose of this paper will be to examine the 
relationship between agency and mentalizing. 
 Two dimensions of agency will be discussed.  The first is the ability of a human or 
machine to take responsibility for his/her/its actions and thoughts – a first person ability. 
The second is the ability to hold others responsible – a third person ability.  Both of 
these activities are important for various forms of social interaction, and they would not 
be possible without mentalizing.  It will be shown that various mindreading abilities – 
such as tracking perception, desire, the source of belief, and false belief – are central to 
the notion of agency in ethical, epistemic, and legal contexts. This has implications not 
only for how we understand human agency, but for how we understand the agency of 
future machines.  

2. Conditions of Agency 

Agency comes in degrees: we might expect an average five year old human child to take 
responsibility for some things, and an average 15 year old to take responsibility for still 
further things, and an average 25 year old to take responsibility for still further things.  
We should expect variations in the capacities of machines as well.  The focus of this 
work will be the kinds of mentalizing tasks that average five year olds excel at, and the 
contribution they make to understanding agency.  A framework will be provided for 
understanding the conditions of agency.  Distinctions will be made between the 
generative conditions of agency (what it takes to bring agency into existence), the 
maintenance conditions of agency (what is required to keep agency in existence), and the 
regenerative conditions of agency (what is required to repair or restore agency if it is 
impaired).  It will be argued that sustaining various mentalizing abilities are among the 
maintenance conditions of agency. 

2.1. AN EXAMPLE 

Let us consider the capacity to attribute false beliefs, something most 5 year olds 
possess. Some children are allowed to view a Smarties box that has candy (Nichols and 
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Stich, 2003, p.90).  One of the children is asked to leave the room, and the remaining 
children witness the candy being replaced with pencils.  The absent child is brought back 
into the room.  When asked what the temporarily absent child believes is in the box, 
most three year olds say “pencils.”  This is a third person failure to attribute a false 
belief.  Tasks such as these can be failed in the first person as well: young children often 
fail to attribute false beliefs to themselves.  There is an important connection between 
agency and the ability to attribute false beliefs.  The ability to take responsibility 
involves, among other things, the ability to grasp that I have or had a false or incorrect 
view.  Without the ability to attribute error to oneself, it is difficult to see how one could 
in some well developed sense take responsibility for it.  Moreover, holding another 
responsible could well involve, among other things, attributing a false belief to that other 
individual.  Agent A1 may challenge A2 to revise his, her, or its view on some matter on 
the grounds that the view is false.  A1 needs to be able to attribute a false belief to A2 for 
this to happen. 

2.2. LEVELS AND CONDITIONS OF AGENCY 

There is some recent research that uses an attentional (as opposed to linguistic) paradigm 
to argue that children engage in some sort of false belief recognition well before 
language is developed (Goldman, 2006, pp. 76-77).  This is startling and interesting 
work, but whatever these very early abilities amount to, it will be argued that they are 
insufficient for understanding what is required in advanced forms of taking responsibility 
or holding others responsible.  They will, however, play an important role in 
understanding the generative conditions of human agency.  Success in these very early 
attentional tasks appear to be important precursors to the linguistic abilities required for 
advanced forms of agency.  Supporting what is needed for these attentional abilities 
might also be among the maintenance conditions of simpler forms of agency. 
 A discussion of the conditions of agency can be usefully augmented with the well 
worn three level approach to explanation common in cognitive science – intentional, 
algorithmic or mathematical, and implementational.  We can examine the conditions of 
agency at each of these levels.  For example, at the intentional level, we can intentionally 
specify what sorts of abilities have to be kept in place or maintained for advanced agency 
to exist – much of this may be the same for humans and machines.  However, at the 
algorithmic/mathematical and implemenational levels, there may be important 
differences in specifying how agency is maintained.  

3.  Significance 

At some point, we expect our children to start taking responsibility for their behaviour 
and engage in self-correcting behaviour made possible by false belief attribution and 
other mindreading abilities.  Among other things, this creates various epistemic, moral, 
and other efficiencies – individuals that can monitor and correct their own thoughts and 
behaviours do not require constant correction from others, which frees these agents to 
pursue further tasks.  One of the driving forces behind the development of machine 
agency will no doubt be the desire for these sorts of efficiencies.  It will be shown that 
other mindreading tasks (over and above false belief attribution) play a role in first and 
third person dimensions of agency.  
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Abstract.  The paper introduces a computational environment that facilitates 
development and experimentation with intelligent agents in the OntoAgent 
cognitive architecture. The agents pursue goal- and plan-oriented reasoning, are 
capable of communicating in natural language and build mental models of other 
agents.   

Decision-making is a core capability of intelligent agents – both human and artificial 
ones. Making optimal decisions with limited resources is a very difficult task both for 
people and for machines. Helping people to make decisions is an important scientific, 
societal and technological goal.  

Classical decision theory presupposes an idealized decision-making agent that 
possesses all the knowledge necessary (or desired) for making a decision, operates with 
optimum decision procedures and is fully rational in terms of the rational choice theory. 
Within this theory rationality of an individual decision is estimated in terms of what von 
Neumann and Morgenstern (1944) called expected utility, the cost effectiveness of the 
means to achieve a specific goal. In other words, rational behavior for an individual 
maximizes benefits and minimizes costs of a choice.  

However, in real life few people make decisions under conditions of complete 
knowledge, maximum efficiency and rationality. Thus, Simon (1955) introduced the 
concept of bounded rationality that removes the constraint of having complete 
knowledge and the best algorithm by switching from seeking an optimal decision to 
accepting a satisficing decision (roughly, making do with the first decision for which 
utility exceeds costs even though there may be any number of better decisions available). 
A number of proposals concentrated on the selection of parameters (features) on the 
basis of which choices are made. Thus, the prospect theory of Tversky and Kahneman 
(1974) and its descendants, such as cumulative prospect theory, augment the inventory of 
decision parameters for a decision (utility) function by stressing psychological influences 
on decision-making, such as risk aversion and “reference” utility meaning utility relative 
to perceived utility for others.  

In order to incorporate the latter, an intelligent agent A0 must be able to model the 
mental states of other agents, A1, …, An. At the intuitive level, we understand mental 
states as including, at a minimum, ontological knowledge of concept types as well as 
knowledge of concept instances, the agent’s goals, preferences, personality traits, etc. 
The concept of  ‘belief,’ often used in conjunction with modeling agents we interpret as 
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(possibly, error-ridden) knowledge that agent A0 has about other agents it knows. (We 
are aware that the knowledge A0 has about itself may also be less than accurate.) 
In our work on modeling intelligent agents we stress the importance of extending the 
inventory of an agent’s decision-making parameters (but only if effective procedures for 
determining their values can be developed). Thus, it is correct to state that understanding 
speaker’s goals is important in making a decision about how to react to a speech act. But 
in practice more specific knowledge is needed – for example, when a doctor asks a 
patient about the latter’s family, the patient must judge whether the speaker’s goal is 
professional (having the patient’s condition diagnosed) or social (making small talk) or – 
and this is an even more complex reckoning – whether it is a social goal put in service of 
the professional one (aiming at establishing a rapport with a patient so as to develop trust 
and ensure cooperation – better-quality responses to questions and requests).  

In this talk I will describe a computational environment that facilitates development 
and experimentation with agents that strive to make use of mental models of others as a 
prerequisite for making appropriate decisions with respect to the agent’s own behavior. 
This capability is one of several core requirements of our cognitive architecture, 
OntoAgent. In addition to modeling ontological knowledge about the outside world and 
knowledge about remembered instances of ontological concepts (including other agents, 
viewed as instances of the ontological concept HUMAN), OntoSem agents: 

• are designed to operate in a hybrid network of human and artificial agents;  

• emulate human information processing capabilities by modeling conscious 
perception and action;  

• communicate with people using natural language;  

• can incorporate a physiological model, making them what we call “double agents” 
with simulated bodies as well as simulated minds;  

• can be endowed with personality traits, preferences and psychological states that 
influence their perceived or subconscious decision-making preferences;  

• rely on knowledge resources and processors that are broad-coverage rather than 
geared at a particular application, which simplifies porting agents to new domains 
and applications;  

• stress the importance of memory of event, state and object instances to complement 
its ontological knowledge of event, state and object types.  

What makes modeling such multi-faceted agents feasible is that all aspects of agent 
functioning are supported by the same knowledge substrate encoded in a single 
metalanguage. The OntoAgent testbed has been implemented in the medical domain and 
supports two agent environments: 

• Maryland Virtual Patient (MVP, McShane et al. 2009) modeling a patient, a trainee 
MD and a tutor in the process of learning medical diagnostics and treatment; and 

• CLinician’s ADdvisor (CLAD, Nirenburg et al. 2011) modeling a patient, an MD 
and a clinician’s advisor and intended to assist practicing clinicians by reducing 
their cognitive load.  

The talk will include a demonstration of the above environments and a discussion of the 
ways of modeling mental states of other agents.  
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Abstract. Philosophical debates about qualia, perspectivalness, “what it is like” 
experiences and related topics are vastly disconnected from “architecture talk” in 
AI and cognitive science which is required for understanding minds and designing 
artificial agents.  While philosophy can thus not help AI in designing conscious 
agents, I argue that AI and robotics cannot only help philosophy, but may even be 
required for solving some of the puzzling questions in the philosophy of 
consciousness.  Specifically, I will claim that there is no such thing as a necessarily 
private experience (neither phenomenal, nor introspective, nor any other) using as 
an example robotic architectures whose instances “know” what it is like to be 
another robotic architecture instance. 

Start with two basic hopefully non-controversial notions, those of awareness and self-
awareness, define them for agent architectures and then show how we can say that a 
robot is aware or self-aware in a given context.  Following Chalmers' (1996) notion of 
{\em awareness and Block's (1995) notion of access consciousness, call a state S of an 
agent architecture A an “awareness state” if S contains information about something 
(entity, state, event, etc.) that the agent (instantiating A) can use to make decisions, guide 
its behavior and/or give verbal reports.  Specifically, an agent is “aware of X”  if it is in 
an awareness state that in some way represents or encodes X.  An agent is “self-aware” if 
it is aware of itself, i.e., if it is in an awareness state that represents or encodes (parts of) 
the agent itself.  S will typically be a complex state that consists of substates reflecting 
the states of various functional components in the architecture A.  For example, if S is the 
state of “being aware of a red box}, then this state will roughly require perceptual states 
representing the box and some of its properties including its redness, in addition to states 
that use some of these representations in order 
to form other representations and/or behaviors. 

To make all of this more precise, I will briefly introduce some relevant parts of our 
robotic DIARC architecture that we have been developing over the last decade or so in 
my lab (Scheutz et al 2007).  What is nice about robotic architectures (or any form of 
agent architecture, including cognitive architectures for that matter) is that one can look 
inside.  I.e., one can take a look at the blueprint and follow the information flow along 
connections between functional components.  One can trace processing routes and look 
at component states.  And one can make statements about possible and impossible 
processes in a system that instantiates the architecture. 



The Computational Turn: Past, Presents, Futures? 

 - 329 - 

DIARC consists of various functional modules: on the perception side, there are modules 
for vision processing, sound processing (including sound localization and speech 
recognition), laser distance data processing, and processing of various internal 
proprioceptive sensors.  For most sensory modalities, there are also short and long-term 
memories, e.g., a long-term memory for visual objects and a short-term memory for 
storing the recognized objects the agent currently sees.  On the action side, there are 
modules for moving the robot body through the environment, for making arm and head 
movements, and for making facial expressions, among others.  Internal modules consist 
of various short and long-term memories together with processes that operate on those 
memories, including skill memories, factual and episodic memories, a lexicon with 
syntactic and semantic annotations in addition to word forms, and a task memory.  
Moreover, there are components for managing the agent's goal, for scheduling actions in 
parallel, for processing spoken natural language, for task planning,and for reasoning (for 
more details, see Scheutz et al. 2007). 

Now consider a robot running DIARC that is asked whether it sees a red box and 
assume that the robot has a goal to answer questions.  Upon hearing the spoken 
utterance, the speech recognizer generates word tokens from it, which are then 
syntactically and semantically analyzed, resulting in an internal logical representation of 
the meaning.  The robot recognizes that the utterance was a question that required it to 
perform an internal lookup action in its visual short term memory (VSTM), namely to 
check whether VSTM contains an object representation of a red box.  Note that the robot 
only needs to perform a lookup action in its VSTM, because VSTM is automatically 
updated based on what the object recognition algorithm detects in the image coming 
from the camera at a rate of 30Hz.  In particular, various vision processing algorithms 
are performed on each image frame attempting to segment colored regions, detect object 
boundaries, recognize objects and determine their properties.  These processes result in 
the generation of representations of the recognized objects in VSTM, which are matched 
against existing representations so that object identities can be tracking over short 
periods of time.  If the agent has an object representation of a red box in VSTM, then the 
representation is retrieved and bound to the expression “red box”.  The binding confirms 
the resolution of the reference and triggers a variety of additional bindings (including the 
binding of various discourse variables such as “last mentioned object” and “last 
mentioned noun” in linguistic short-term memory).  It also triggers the generation of an 
answer to confirm that the robot is seeing a red box, which the robot then pronounces.  In 
addition, the generated answer gets stored in linguistic short-term memory and, 
depending on other factors, the whole event “you asked whether I saw a red box, and I 
did see one” might get stored in episodic memory (indexed by time, object type, 
interaction type, and others). 

From the above description, it is clear that the robot went through several 
awareness states including self-awareness states as part of answering the question: the 
robot is aware of the question when it is in a state where it checks for the object asked 
for in the question; if there is such an object, the robot becomes aware of the object as 
well as of the object's properties (in particular, its color), and the robot is aware of the 
answer it gave.  Moreover, the robot is aware of itself having been asked the question 
and of having given the answer, which is a self-awareness state. 

I will then use the above architecture to demostrate during my presentation what it 
is like for the robot to have a color experience and use this result to address some  
questions about phenomenal and private experience in philosophy.  In particular, I will 
argue that robots can know what it is like to have another robot's experience. 
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LOGIC-BASED SIMULATIONS OF MIRROR TESTING FOR SELF-
CONSCIOUSNESS 

   NAVEEN SUNDAR 

   AND 

   SELMER BRINGSJORD 

Abstract. We present a formal logic-based analysis of the mirror test for self-
consciousness. Based on this formalization, a computational simulation of a 
mirror-failing dog, a mirror-passing chimp, and a mirror-passing human will be 
presented. The simulation will consist in the automatic machine-found disproof in 
the case of the canine, and proofs in the other two cases. These simulations will be 
based on an axiomatization of the perceptual and doxastic details assumed to be 
in/operative in these three cases by those embracing the view that chimps and 
humans are self-conscious, while dogs aren’t.  

1. The Mirror Test 

In accordance with a now-familiar recipe R in the annals of the study of “self-
consciousness,” anesthetize23 a creature c; while it’s under, paint, say, a red (odorless, 
hypo-allergenic) splotch upon its forehead, thus making it true that c has property R (= 
Rc); when awake, place c in front of a mirror (Mc); observe the creature’s behavior b to 
see if it for example includes the attempt to remove the splotch (Rcb or ¬Rcb); if it 
does/doesn’t, issue a pronouncement about such questions as whether or not it’s self-
conscious (or self-aware, etc.; i.e., as to whether or not Sc). 

Descriptions of the following of R are innumerable in the literature.24 But what is 
the logic of this recipe? Despite decades of writing about the value of the recipe, we can 
find no rigorous account of it, nor of followings of it in connection with certain classes of 
creatures. Therefore, we can’t find rigorous computational simulations of such 
followings, and we certainly can’t find proofs that for given creatures they are known to 
either have or lack self-consciousness, depending upon whether or not they pass the 
mirror test. Work underway by us is designed to provide these missing things, and we 
propose to report on this work at IACAP 2011, and show demonstrations. 

                                                 
23  Or perhaps do it while the creature is sleeping soundly. 
24  For a compendium of such followings, accompanied by the colorful proposal that self-awareness 
can be neuro-localized in the right hemisphere, see Keenan, J., Gallup, G. and Falk, D. The Face in the 
Mirror  (Ecco: New York, NY). 
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2. Toward a Formal Analysis of the Mirror Test 

Let’s assume a standard extensional multi-sorted logic in which creatures are partitioned 
in customary ways. (Please note that the empirical, informal literature, as a matter of 
brute fact, makes not even a nod in the intensional direction, and is naturally formalized 
via extensional frameworks.) Specifically, the class of dogs will be denoted by ‘D,’ 
chimps by ‘C,’ and humans by ‘H.’ Then, the following three propositions have 
apparently been affirmed in the literature. 
1. ∀c∀D[(Rc∀Mc∀Rcb)→Sc] • This is taken to be true, in a nutshell, because if dogs 
had behaved as chimps usually do, canines would have presumably been admitted into 
the “self-aware” club.  
2. ∀c∀C [(Rc ∀ Mc ∀¬Rcb) → ¬Sc] • This is taken to be true, in short, because if 
chimps had behaved as dogs do, chimps would have presumably have been kept out of 
the “self-aware” club. 
3. ∀c∀H [(Rc ∀ Mc ∀¬Rcb) → ¬Sc] • This is taken to be true, in a nutshell, because 
humans provide the “anchor point” on the issue at hand. 

Unfortunately, none of these propositions are true. A dog pre-trained to paw its 
forehead when seeing a dog provides a counter-example to 1., since no participant in the 
debate herein considered accepts that such training ensures self-consciousness.25 A 
chimp pre-trained to leave splotches intact constitutes a counter-example to 2., since no 
participant accepts that such training guarantees the absence of self-consciousness. And a 
human inclined to ignore splotches overthrows proposition 3. 

Of course, these problems are just the tip of the iceberg. The trio is of course 
incomplete, since from them one cannot for instance deduce that dogs aren’t self-
conscious, whereas chimps and humans are. One might think that this is addressed by 
adding more formulae26, but since the conditional used here is the material conditional, 
this trio can’t possibly be heading in the right direction, as is easily seen. Assume that a 
variant of 2., 2′., is to enable deduction that some real-life chimp, Charlie, c
, is in fact 
self-conscious. How could this deduction go through? It could only work if the relevant 
antecedents in 2′. were satisfied. For example, the following holds. 

{2 ′.} 
 {Rc
 
 Mc
 
 Rc
b} 
 Sc
 

But for Charlie, and nearly every single chimp who ever lived or will ever live, there will 
never be a red splotch and a mirror in his life. And yet clearly those in favor of ascribing 
self-consciousness to chimps will want to make the ascription to Charlie and his friends. 
More specifically, those in favor of the ascription presumably hold that were it the case 
that Charlie was given the mirror test, he would pass. This indicates that some 
intensional logic is required; specifically, a conditional logic able to handle subjunctive 
conditionals is needed. 

                                                 
25 Of course, someone might deny that such behaviour expresses an intention to remove a 

splotch, but that would be entirely ad hoc. Trainers after all routinely train dogs to form goals 
and seek their satisfaction when they observe the relevant triggers. Relevant here is the 
Keenan-et-al.-recounted story of behaviourists who claimed that pigeons were to be classified 
with chimps in the running of R. It turned out that the pigeons had been pre-trained in ways 
that contaminated the experimentation in question. 

26 E.g., �c�D [((Rc � Mc �¬Rcb) → ¬Sc]. 
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Note that the fact that 2′ might never be satisfied for a particular chimp is not the 
fault of our chosen formulation, since that formulation is a direct symbolization of what 
is said in the literature (which has of course been written for the most part by 
informalists). One way to understand what ought to be claimed in the informal literature 
is that a subjunctive conditional be employed: for example, if in all nearby “possible 
worlds” in which Rc and Mc are true, Rcb is true, then Sc is true in the actual world. But 
of course this sort of thing is the point, since no one has yet worked out the details in this 
direction, and to credit this direction to anyone in the empirical prior work is so 
charitable as to border on absurdity. And of course the devil is in the details: The formal 
calculi we use include an explicit rejection of a possible-worlds semantics for anything 
doxastic. 

Our modeling of mirror testing has obvious connections to key distinctions recently 
made by Clowes and Seth (2008). In their terms, our research is without question “weak” 
in nature, since we don’t claim that our mirror-passing agents, however formal and fine-
grained the underlying modeling may be, literally are conscious. In addition, while 
elsewhere (Bringsjord 2007) one of us has expressed skepticism about Aleksander’s 
axiomatic approach, discussed by C&S, our approach is certainly axiomatic. However, 
the calculi upon which this approach rests are more expressive than those used by 
Aleksander (allowing, e.g., for intensional operators), and are oriented toward proof 
theory and automated proof finding and checking. 
 Finally, related prior work in simulating the mirror test can be found in Takeno’s 
work on mirror image discrimination. This work provides some evidence that at least the 
rather informal robotics side of the act of a simple agent’s recognizing its mirror image  
is feasible. We will of course contrast our work with that of Takeno et al. 
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