





Foreword from the Congress Chairs

For the Turing year 2012, AISB (The Society for the Study of Artificial
Intelligence and Simulation of Behaviour) and IACAP (The International
Association for Computing and Philosophy) merged their annual
symposia/conferences to form the AISB/IACAP World Congress. The
congress took place 2b6 July 2012 at the University of Birmingham, UK.

The Congress was inspired by a desire to honour Alan Turing, and by
the broad and deep significance of Turing's work to Al, the philosophical
ramifications of computing, and philosophy and computing more generally.
The Congress was one of the events forming the Alan Turing Year.

The Congress consisted mainly of a number of collocated Symposia on
specific research areas, together with six invited Plenary Talks. Alfpape
other than the Plenaries were given within Symposia. This format is perfect
for encouraging new dialogue and collaboration both within and between
research areas.

This volume forms the proceedings of one of the component symposia.
We are most grateful to the organizers of the Symposium for their hard work
in creating it, attracting papers, doing the necessary reviewing, defining an
exciting programme for the symposium, and compiling this volume. We
also thank them for their flexibility and patience concerning the complex
matter of fitting all the symposia and other events into the Congress week.

John Barnden (Computer Science, University of Birmingham)
Programme Co-Chair and AISB Vice-Chair
Anthony Beavers (University of Evansville, Indiana, USA)
Programme Co-Chair and IACAP President
Manfred Kerber (Computer Science, University of Birmingham)
Local Arrangements Chair
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Foreword from the Workshop Chairs

2010 marked the 60th anniversary of the publication of TuringOs paper, in
which he outlined his test for machine intelligence. Turing suggested that
consideration of genuine machine thought should be replaced by use of a
simple behaviour-based process in which a human interrogator converses
blindly with a machine and another human. Although the precise nature of
the test has been debated, the standard interpretation is that if, \adter fi
minutes interaction, the interrogator cannot reliably tell which respondent is
the human and which the machine then the machine can be qualified as a
'thinking machine'. Through the years, this test has become synonymous as
'the benchmark' for Artificial Intelligence in popular culture.

There is both widespread dissatisfaction with the 'Turing test' and
widespread need for intelligence testing that would allow to direct Al
research towards general intelligent systems and to measure sutegss. T
are a host of test beds and specific benchmarks in Al, but there is no
agreement on what a general test should even look like. However, this test
seems exceedingly useful for the direction of research and funding. A
crucial feature of the desired intelligence is to act successfullynin a
environment that cannot be fully predicted at design time, i.e. to produce
systems that behave robustly in a complex changing environment - rather
than in virtual or controlled environments. The more complex and changing
the environment, however, the harder it becomes to produce tests that allow
any kind of benchmarking. Intelligence testing is thus an area where
philosophical analysis of the fundamental concepts can be useful for cutting
edge research.

There has been recently a growing interest in simulating and testing in
machines not just intelligence, but also other mental human phenomena, like
gualia. The challenge is twofold: the creation of conscious artificiatmgst

and the understanding of what human consciousness is, and how it might
arise. The appeal of the Turing Test is that it handles an abstract inne
process and renders it an observable behaviour, in this way, in prifciple;
allows us to establish a criteria with which we can evaluatentdogical
artefacts on the same level as humans.

New advances in cognitive sciences and consciousness studies suggest it
may be useful to revisit this test, which has been done through number of
symposiums and competitions. However, a consolidated effort has been
attempted in 2010 and in 2011 at AISB Conventions through TCIT
symposiums. However, this yearOs symposium forms the consolidated effort
of a larger group of researchers in the field of machine intelligence to
revisit, debate, and reformulate (if possible) the Turing test into a
comprehensive intelligence test that may more usefully be employed to
evaluate 'machine intelligence' at during the 21st century.
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My Robot is Smarter than Your Robot - On the Need for
a Total Turing Test for Robots

Michael Zillich 1

Abstract. In this position paper we argue for the need of a Turing-the limitations lie and typically the designers are quick to admit that
like test for robots. While many robotic demonstrators show impresthis sensor placement or that choice of objects was a necessary com-
sive, but often very restricted abilities, it is very difbcult to assesspromise in order to concentrate on the actually interesting research
how intelligent such a robot can be considered to be. We thus proguestions at hand.

pose atest, comprised of a (simulated) environment, a robot, a human This makes it difbcult however to quantitatively compare the per-
tele-operator and a human interrogator, that allows to assess whethfermance of robots. Which robot is smarter, the pancake-Ripping
a robot behaves as intelligently as a human tele-operator (using thebot in [11F , the beer-fetching PR2or the pool-playing PR2

same sensory input as the robot) with respect to a given task. We will never know.
A lot of work goes into these demonstrators, to do several runs
1 INTRODUCTION at conferences or fairs and shoot videos, before they are shelved or

dismantled again, but it is often not clear what was really learned in

The Turing Test [35] considered the equivalent of a brain in a vatthe end; which is a shame, because certainly some challenges were
namely an Al communicating with a human interrogator solely viamet with interesting solutions. But the limits of these solutions were
written dialogue. Though this did not preclude the Al from having ac-not explored within the speciPc experimental setup of the demo.
quired the knowledge that it is supposed to display via other means, So what we argue for is a standardised, repeatable test for com-
for example extended multi-sensory interactions within a complexplete robotic systems. This should test robustness in basic OsurvivalO
dynamic environment, it did narrow down what is considered as relskills, such as not falling off stairs, running into mirrors or getting
evant for the display of intelligence. caught in cables, as well as advanced tasks, such as object search,

Intelligence however encompasses more than language. Intelllearning how to grasp or human-robot interaction including natural
gence, in all its Bavours, developed to provide a competitive advanlanguage understanding.
tage in coping with a world full of complex challenges, such as mov-
ing about, manipulating things (though not necessarily with hands)
hiding, hunting, building shelter, caring for offspring, building so- 2 RELATED WORK
cial contacts, etc. In short, intelligence needs a whole world to b .
useful in, which prompted Harnad to propose the Total Turing Tes‘:?'l Robot Competitions

[19], requiring responses to all senses not just formatted linguisticrests are of course not new in the robotics community. There are
input. Note that we do not make an argument here about the best aRany regular robot challenges which have been argued to serve
proach to explain the emergence of intelligence (though we conside{s henchmarks [12], such as RoboCup [24] with its different chal-
it likely that a comprehensiv_e embodied perspe_cti\_/e_ Wi!| help), b“tlenges (Soccer, Rescue, @Home), the AAAI Mobile Robot Com-
only about how to measure intelligence without limiting it to only & petitions [1], or challenges with an educational background like the
certain aspect. o o ) US FIRST Robotics Competitions [8] or EUROBOT [3]. Further-
The importance of considering all aspects of intelligence is alsqygre there are specibc targeted events such as the DARPA Grand
fully acknowledged in robotics, where agents situated in the reagpgjienges 2004 and 2005 and DARPA Urban Challenge 2007 [2].
world are faced with a variety of tasks, such as navigation and magy e these events present the state of the art and highlight particu-
building, object retrieval, or human robot interaction, which require|ar|y strong teams, they only offer a snapshot at a particular point in
various aspects of intelligence in order to be successfully carried oYjme And although these events typically provide a strict rule book,
in spite of all the challenges of complex and dynamic scenes. Siith clear requirements and descriptions of the scenarios, the exper-
robotics can serve as a testbed for many aspects of intelligence. |fents are not repeatable and the test arena will be dismantled after
fact it is the more basic of the above aspects of intelligence that stiljye event (with the exception of simulations of course). So while of-
pose major difbculties. This is not to say that there was no progrésgying the ultimate real-world test in a challenging and competitive
over the years. In fact there are many impressive robot demonstragtiing, and thus providing very important impulses for robotics re-
tors now displaying individual skills in specibc environments, suChsearch, these tests are not suitable because a) they are not repeatable,
as bipedal walking in the Honda Asimo [6] or quadruped walking in ) ryles keep changing to increase difbculty and maintain a challeng-

the Boston Dynamics BigDog[32], learning to grasp [25, 33], navi-ing competition and c) the outcomes depend a lot on factors related
gation in the Google Driverless Car or even preparing pancakes [11].
For many of these demonstrators however it is easy to see whekewww.youtube.com/watch?v=4usoE981e7!

3 www.willowgarage.com/blog/2010/07/06/beer-me-robot
1 Vienna University of Technology, Austria, email: zillich@acin.tuwien.ac.at 4 www.willowgarage.com/blog/2010/06/15/pr2-plays-pool
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to the team (team size and funding, quality of team leadership) rathexorld of objects and people, everything that real people can do, in a
than the methods employed within the robot. way that is indistinguishable (to a person) from the way real people
do itO

OEverythingO will of course have to be broken down into concrete
tasks with increasing levels of difbculty. And the embodiment of the
The robotics community realised the need for repeatable quantitatividbot will place constraints on the things it can do in the real world,
benchmarks [15, 21, 26, 27], leading to a series of workshops, such aghich has to be taken into account accordingly.
the Performance Metrics for Intelligent Systems (PerMIS) or Bench-
marks in Robotics Research or the Good Experimental Methodology
in Robotics series, and initiatives such as the EURON Benchmark3 1 The Test
ing Activities [4] or the NIST Urban Search And Rescue (USAR)

testbed [7]. . .
[7] he test would consist of a given scene and a set of tasks to be per-

Focusing on one enabling capability at a time, some benchmar ormed by either an autonomous robot or a human tele-operating a
concentrate on path planning [10], obstacle avoidance [23], naviga- Y ~op 9

tion and mapping [9, 13], visual servoing [14], grasping [18, 22] Orrobot (based on precisely the same sensor data the robot has avgil-
social interaction [34, 20]. Taking into account whole robotic sys—able’ such as perhaps only a laser ranger and bumpers). A human in-

tems [16] propose benchmarking biologically inspired robots base(tjerrogatorwould assign tasks to the robot, and also place various ob-

on pursuit/evasion behaviour. Also [29] test complete cognitive sys_stacles that interfere with successful completion. If the human inter-

tems in a task requiring to bnd feeders in a maze and compete with gator can not distinguish the performance of the autonomous robot
other robots. rom the performance of the tele-operated robot, the autonomous

robot can be said to be intelligent, with respect to the given task.

Concretely the test would have to consist o$tandardised en-

2.3 Robot Simulators vironmentwith a debned set of taskas is e.g. common in the
RoboCup@Home challenges (fetch an item, follow a user). The test

uite would provide a API, e.g. based on the increasingly popular
early on, and a variety of simulators exist. One example is P > €9 gy pop

2.2 Robotic Benchmarks

;On;i;ﬂl t:f)Ds(ier:\l/JIIracL)tr(]aergTi\sAéilf:h 3%azir?tbecr)a[§t]i’ovr\1/2Igzéjrfteassag?al?ss;ég;il ing on the Boor, closed glass doors, stubborn humans blocking
- - e way. Different challenges will pose different problems for differ-
has recently been chosen as the simulation test bed for the DARP%_‘ way. 2l geswil p ! P '

) . . t robots. E.g. for the popular omnidirectional drives of holonomic
R.ObOt'CS Challenge for @sastgr robots. [.28] is another full 3Dbases such as the Willow Garage PR2 cables on the Roor represent
simulator, used e.g. for simulation of robotic soccer players. Som

. o . oM, surmountable obstacles, while other robots will have difpculties
simulators such as [30] and [36] are specialised to precise simu-_ . . . . .

. ; ) . navigating in tight environments.
lation of robotic grasping. These simulators are valuable tools for
debugging specibc methods, but their potential as a common testbed
to evaluate complete robotic systems in a set of standardised tasks

has not been fully explored yet. 3.2 Simulation

In summary, we have on the one hand repeatable, quantitative bencA-hasic building block for such a test suite is an extension of available
marks mostly tailored to sub-problems (such as navigation or grasgsimulation systems to allow fully realistic simulation of all aspects of
ing) and on the other hand competitions testing full systems at singuobotic behaviour.

lar events, where both of these make use of a mixture of simulations The simulation environment would have to provjueto-realistic

and data gathered in the real world. rendering with accurate noise modétgich as lens Rares or poor dy-
namic range as found in typical CCD cameras) beyond the visually
3 THE TOTAL TURING TEST FOR ROBOTS pleasing but much to OcleanO rendering of available simulators. Also

the physics simulatiorwill have to be very realistic, which means

What has not fully emerged yet however is a comprehensive test suithat the simulation might not be able to run in real time. Real time
for complete robotic systems, maintaining a clearly specibed test efrowever is not necessarily a requirement for a simulation as long as
vironment plus supporting infrastructure for an extended period otomputation times of employed methods are scaled in accordance.
time, allowing performance evaluation and comparison of differentFurthermore the simulation would need to also contain humans, in-
solutions and measuring their evolution over time is What this tesstructing the robot in natural language, handing over items or posing
suite should assess is the overall btness of a robotic system to cops dynamic obstacles for navigation.
with the real world and behave intelligently in the face of unforeseen Figure 1 shows a comparison of a robot simulated (and in this
events, incomplete information etc. Moreover the test should ideallycase tele-operated) in a state of the art simulator (gazebo) with the
convey its results in an easily accessible form also to an audienceorresponding real robot carrying out the same task autonomously as
beyond the robotics research community, allowing other disciplinepart of a competition [37]. While the simulation could in this case
such as Cognitive Science and Philosophy as well as the general puprovide reasonably realistic physics simulation (leading to objects
lic to assess progress of the beld, beyond eye-catching but often shalipping out of the hand if not properly grasped) and simulation of
low and misleading demos, sensors (to generate e.g. problems for stereo reconstruction in low-

Harnads [19] Total Turing Test provides a btting paradigm, requirtexture areas) more detailed simulations will be needed to capture
ing thatOThe candidate [the robot] must be able to do, in the realmore aspects of the real world.
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@ (b) Figure 2. Example score for a Pctional robot equipped with a laser ranger
and camera, but no arm and language capabilities. Figures are scores on the
Pass/fail test and Intelligence test respectively.

Figure 1. Comparison of (tele-operated) simulation and (autonomous) real
robot in a fetch and carry task.
carrying objects or opening doors as well as communication capabil-

ities required for the human guidance task,

3.3 Task and Stages As can be seen the robot can be considered stage-1 intelligent with
The test would be set up in differefitsksandstages Note that we ~ '©SPeCt to the random navigation task (driving around randomly with-
should not require a robot to do everything that real people can d@Ut colliding or getting stuck), i.e. it is indistinguishable from a hu-
(as originally formulated by Harnad). Robots are after all designed@n téle-operator driving randomly, in the perfect simulated environ-
for certain tasks, requiring only a speciPc set of abilities (capable of?€Nt- It also achieves perfect success rates in this simple setting. Per-
language understanding, equipped with a gripper, ability to traversiPrmance in t_he rea_ll world for perfect conditions (stage 4)_ is slightly
outdoor terrain, etc.). And we are interested in their capabilities re?Vorse (the simulation could not capture all the eventualities of the
lated to these tasks. The constraints of a given robot conbguratidig@ World, such as wheel friction). Performance for added difbcul-

(such as the ability to understand language) then apply to the robdteS (Such as small obstacles on the Boor) decreases, especially in the
as well as the human tele-operator. real word condition. Performance drops in particular with respect to

Stages would be set up with increasing difPculties, such that éhe_ telt_e-operator and so it_becomes quickly clea_r to the interrogators
robot can be said to be stage-1 safe for the fetch and carry task (aWh'Ch is the robot and which the tele-operator, i.e. the robot makes

clean, static environment) but failing stage 2 in 20% of cases (e.d"c"easingly Ostupid mistakesO such as getting stuck when there is

unforeseen obstacles, changing lighting). The Pnal stages would & ©Pvious escape. Accordingly the intelligence score drops quickly.
a real world test in a mock-up constructed to follow the simulated! N€ robot can also be said to be fairly stage-1 and stage-4 intelligent

world. While the simulation would be a piece of software availableVith réspect to navigation and human following, and slightly less in-
telligent with respect to bnding objects.

for download, the real world test would be held as an annual competi* ! .
tion much like RoboCup@Home, with rules and stages of difpculty N this respect modern vacuum cleaning robots (the more advanced
ersions including navigation mapping capabilities) can be consid-

according to the simulation. Note that unlike in RoboCup@HomeV g A 4 ¢ -
these would remain Pxed, rather than change with each year. ered intelligent with respect to the cleaning task, as their perfor-
mance there will generally match that of a human tele-operating such

. arobot. For more advanced tasks including object recognition, grasp-
3.4 Evaluation ing or dialogue the intelligence of most robots will quickly degrade

The test would then have two levels of evaluation. to O for any stages beyond 1.

Pass/fail test This evaluation would simply measure the percentage
of runs where the robot successfully performs a task (at a giveﬁ]r CONCLUSION

stage). This would be an automated assessment and allows devel- . . . ) o
opers to continuously monitor progress of their system. We proposed a test paradigm for intelligent robotic systems, inspired

Intelligence test This would be the actual Total Turing Test with hy- PY Harmads Total Turing Test, that goes beyond current benchmarks
mans interrogators assessing whether a task was performed (sy2d robot competitions. This test would provide a pragmatic debni-
cessfully or not) by a robot or human tele-operator. The scordion oflntelllg_ence for robots, as the capability to perform as good as
would be related to the percentage of wrong attributions (i.e. roboft te!€-operating human for a given task. Moreover, test scores would
and tele-operator were indistinguishable). Test runs with humarR© @ good indicator whether a robot is ready for the real world, i.e. is
tele-operators would be recorded once and stored for later compafndowed with enough intelligence to overcome unforeseen obstacles
ison of provided robot runs. The requirement of collecting statis-2"d avoid getting trapped in OstupidO situations.
tics from several interrogators means that this test is more elab- 1here are however several technical and organisational challenges
orate and would be performed in longer intervals such as during® P& met. Running realistic experiments will require simulators of
annual competitions. This evaluation then allows to assess the ifronsiderably improved bdelity. But these technologies are becoming
telligence of a robot (with respect to a given task) in coping with increasingly available thanks in part to the developments in the gam-

the various difbculties posed by a real environment. ing industry. Allowing researchers to simply plug in their systems
will require a careful design of interfaces to ensure that all capabil-

The setup of tasks and stages allows to map the abilities of a giveities are adequately covered. The biggest challenge might actually
robot. Figure 2 shows the scores of a bctional robot. The robot i®e the debnition of environments, tasks and stages. This will have
equipped with a laser ranger and camera and can thus perform the be a community effort and draw on the experiences of previous
navigation tasks as well as following a human, but lacks an arm fobenchmarking efforts.
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Interactive Intelligence: Behaviour-based Al,
Musical HCI and the Turing Test

Adam Linson, Chris Dobbyn and Robin Laney!

Abstract. The Peld of behaviour-based artibcial intelligence (Al), in such matters [24]. Rather than as a litmus test of whether or not
with its roots in the robotics research of Rodney Brooks, is not prea machine could think (which is how the test is frequently under-
dominantly tied to linguistic interaction in the sense of the classicstood), the test was in fact designed to help make sense of the con-
Turing test (or, Oimitation gameO). Yet, it is worth noting, both areept of a machine that could think. Writing in 1950, he estimates
centred on a behavioural model of intelligence. Similarly, there isOabout bfty yearsO timeO until the technology would be sufbcient to
no intrinsic connection between musical Al and the language-baseplass a real version of the test and states his belief Othat at the end of
Turing test, though there have been many attempts to forge connethe century the use of words and general educated opinion will have
tions between them. Nonetheless, there are aspects of musical Altered so much that one will be able to speak of machines thinking
and the Turing test that can be considered in the context of norwithout expecting to be contradictedO. Thus his original proposal re-
language-based interactive environmentsbin particular, when dealimgained a theoretical formulation: in principle, a machine could be
with real-timemusical Al, especially interactive improvisation soft- invented with the capacity to be mistaken for a human; if this goal
ware. This paper draws out the threadsirientional agencyand  were accomplished, a reasonable person should accept the machine
human indistinguishabilitfrom TuringOs original 1950 characteri- as a thinking entity. He is very clear about the behaviourist underpin-
sation of Al. On the basis of this distinction, it considers different nings of the experiment:

approaches to musical Al. In doing so, it highlights possibilities for

non-hierarchical interplay between human and computer agents. ~ May not machines carry out something which ought to be de-
scribed as thinking but which is very different from what a man

. does? This objection is a very strong one, but at least we can

1 Introduction say that if, nevertheless, a machine can be constructed to play

The beld of behaviour-based artibcial intelligence (Al), with its roots ~ the imitation game satisfactorily, we need not be troubled by
in the robotics research of Rodney Brooks, is not predominantly tied this objection.

to linguistic interaction in the sense of the classic Turing test (or, . L . ) .
Oimitation game® [24]). Yet, it is worth noting, both are centred of'® 90€s on to describe the Oimitation gameO as one in which the
a behavioural model of intelligence. Similarly, there is no intrin- machine should Otry to provide answers that would naturally be given

sic connection between musical Al and the language-based TurinBy a manO. His ideas became the basis for what eventually emerged

test, though there have been many attempts to forge connections 3 the pgld of Al. ) ) .
tween them. The primary approach to applying the Turing test to As Turing emphasised, the thought experiment consisted of an ab-

music is in the guise of so-called Odiscrimination testsO, in whicfract, GimaginableO macNhine thatNunder certain conditions to en-
level playing beldNwould be indistinguishable from a hu-

human- and computer-generated musical output are compared (f6H"¢ &

an extensive critical overview of how the Turing test has been apMan. from the perspective of a human interrogator [24]. Presently,

plied to music, see [1]). Nonetheless, there are aspects of musicﬁihen the test is actually deployed in practice, it is easy to forget the
essential role of the designer, especially given the fact that the com-

Al and the Turing test that can be considered in the context of non= . o . . .
language-based interactive environmentsNin particular, when dealPuter OplayingO the game is, to an extent, thrust into the spotlight. Ina

ing with real-time musical Al, especially interactive improvisation Mmanner of speaking, the interactive computer takes centre stage, and
software (see, for example, [23] and [8]). In this context, Al for non- attention is diverted from the underlying challenge set forth by Tur-

hierarchical human-computer musical improvisation such as Georgd: to détermine the specibcatioasthe machine. Thus, one could
Lewis®voyager[16] and Turing®s imitation game are both examplessay in addition to being a test for a given machine, it is also a creative

of ®an open-ended and performative interplay between [human aiqgsign challenge to those responsible for the machine. The stress is
design rather than implementation, as Turing explicitly suggests

computer] agents that are not capable of dominating each otherO [fo = . h "
imagining that any proposed machine functions perfectly according
to its specibcations (see [24], p. 449). If the creative design challenge

2 Background were fulblled, the computer would behave convincingly as a human,

It is useful here to give some context to the Turing test itself. In itsperhaps hesitating when appropriate and occasionally refusing to an-

original incarnation, the test was proposed as a thought experimeﬁﬁe_r or giving incorrect answers such as the ones Turing imagines
to explain the concept of a thinking machine to a public uninitiated[ I

! Faculty of Mathematics, Computing and Technology, Dept. of Computing, Q: Please write me a sonnet on the subject of the Forth Bridge.
Open University, UK. Email{ a.linson, c.h.dobbyn, r.c.lanp@open.ac.uk A: Count me out on this one. | never could write poetry.
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Q: Add 34957 to 70764. intentionality. This suggests that for an agent to remain apparently

A: (Pause about 30 seconds and then give as answer) 105621. intentional during direct interaction, it must exhibit a degree of resis-

5 tance along with the kind of adaptation to the environment that indi-
The implication of TuringOs example is that the measure of succeggtes its behaviour is being adjusted to attain a goal. These features
for those behind the machine lies in designing a system that is alsgppear to be accounted for in Turing®s brst example answer above:
as stubborn and fallible as humans, rather than servile and (theorethe answer is accommodating insofar as it is a direct response to the

cally) infallible, like an adding machine. interrogator, but the show of resistance seems to enhance the sense
of OintelligenceO. It is noteworthy that this particular thread, inten-
3 Two threads unraveled tional agency, relates closely to BrooksO extension of intelligence to

nonlinguistic, nonhuman intelligence, especially in relation to insect
Two threads can be drawn out of TuringOs behavioural account of iend other animal intelligence, which he has emulated in robotic form
telligence that directly pertain to contemporary Al systems: the Prswith his particular approach to Al (see [3]).
one concerns the kind of intentional agency suggested by his exam-
ple answer, Ocount me out on this oneO; the second one concernséhﬁ H indisti ishabilit
particular capacities and limitations of human embodiment, such a%" uman indistinguishability

the human inability to perform certain calculations in a fraction of aThe second thread, the idea that human capacities and limitations
second and the human potential for error. More generally, the secong,qid be built into an Al system, strongly relates to many signib-
thread has to do with the broadly construed linguistic, social, mengant accounts of embodied, situated activity (see, for example, [9],
tal and physical consequences of human physiology. Indeed, Currep] and [11]). These accounts focus on how the human body, brain,
theories of mind from a variety of disciplines provide a means forming and environment fundamentally structure the process of cogni-
considering these threads separately. In particular, relevant investion which can be understood through observable behaviour. When
gations that address these two threadsNdescribed in this context afaling with Al, the focus on behaviour clearly ties back to Turing.
intentional agencyandhuman indistinguishabilitfcan be found in These themes are also taken up in Brooks® behaviour-based Al ap-

psychology, philosophy and cogpnitive science. proach, but, at least in his early research, he applies them primarily
to nonhuman intelligence. In particular, he relates these themes to the
3.1 Intentional agency kinds of adaptive behaviour described in the brst thread. The differ-

ing properties of the second thread will come into sharper focus by

The Pbrst thread concerns the notion of intentional agency, consideturning to TuringOs example, for a consideration of matters partic-
ered here separately from the thread of human indistinguishabilityular to humans.
Empirical developmental psychology suggests that the human pre- Although Turing®s example of pausing and giving an incorrect an-
disposition to attribute intentional agency to both humem$nonhu-  swer is a clear example of a human limitation over a machine, it is
mans appears to be present from infancy. Poulin-Dubois and Shulfzossible to give an inverted example of human and machine compe-
chart childhood developmental stages over the Prst three years ténce that applies equally well. If the question posed to the machine
life, from the initial ability to identify agency (distinguishing animate were instead Ols it easy to walk from here to the nearest supermar-
from inanimate objects) on to the informed attribution of intention- ket?0, the machineOs answer would depend on how its designers han-
ality, by inference of goal-directed behavior [22]. Csibra found thatdled the notion of Oeasy to walk toO. In this case, the machine must
infants ascribed goal-directed behavior even to artibcially animatedot only emulate humansO abstract cognitive limitations when solv-
inanimate objects, if the objects were secretly manipulated to displaing arithmetical problems; it must also be able to respond according
teleological actions such as obstacle avoidance [7&litiet al. iden-  to human bodily limitations. One could easily imagine a failed ma-
tify the source of an infantOs interpretation of a teleological action: Oihine calculation: the supermarket is at the end of a single straight
the abstract cues of goal-directedness are present, even very yourgad, with no turns; it answers Oyes, it is easy to walk toO. But if the
infants are able to attribute goals to the actions of a wide range asupermarket is very distant, or nearby but up a steep incline, then
entities even if these are unfamiliar objects lacking human featuresi® order for the machine to give an answer that is indistinguishable
[10]. from a human one, it must respond in a way that seems to share

It is important to note that in the above studies, the infants wereour embodied human limitations. Returning to the arithmetic exam-
passive, remote observers, whereas the Turing test evaluates dirge, as Doug Lenat points out, even some wrong answers are more
interaction. While the predisposition of infants suggests an imporhuman than others:93! 25 = 78 is more understandable than
tant basis for such evaluation, more is needed to address interactiif-the program pretends to get a wrong answer of 0 @998 for
ity. In another area of empirical psychology, a study of adults bythat subtraction problemO [14]. Although Lenat disputes the need for
Barrett and Johnson suggests that even a lack of apparent goals bymbodiment in Al (he prefers a central database of human common
self-propelled (nonhuman) object can lead to the attribution of intensense [13], which could likely address the Oeasy to walk toO exam-
tionality in an interactive context [2]. In particular, their test subjectsple), it could be argued, following the above theoretical positions,
used language normally reserved for humans and animals to descrilieat the set of humanlike wrong answers is ultimately determined by
the behaviour of artibcially animated inanimate objects that appearetthe Ocommonalities of our bodies and our bodily and social experi-
to exhibit resistance to direct control in the course of an interactiongnce in the worldO [11].
when there was no resistance, they did not use such language. TheThis second thread, which could also be characterisetieaat-
authors of the study link the results of their controlled experiment tatempt to seem humanlikis taken up in another nonlinguistic area of
the anecdotal experience of the frustration that arises during inteiAl, namely, musical Al. Some QintelligentO computer music compo-
actions with artifacts such as computers or vehicles that OrefuseQsition and performance systems appear very close to achieving hu-
cooperate. In other words, in an interactive context, too much pasman indistinguishability in some respects, although this is not al-
sivity by an artibcial agent may negate any sense of its apparentays their explicitly stated purpose. For example, Manfred Clynes
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describes a computer program that performs compositions by applyion, see [18]). It borrows from BrooksO design approach in mod-
ing a single performerOs manner of interpretation to previously urelling the behaviour of an intentional agent, thus clearly taking up
encountered material, across all instrumental voices [5]. He statethe brst thread that has been drawn out here. Signibcantly, it iso-
that Oour computer program plays music so that it is impossible ttates this thread (intentional agency) for study by abstaining from
believe that no human performer is involved,0 which he qualibes by direct implementation of many of the available methods for hu-
explaining the role of the human performer as a user of the softwarenan emulation (aimed at the second thread), thus resulting in trans-
who Oinstills the [musical performance] principles in the appropriparently nonhuman musical behaviour. Nonetheless, initial empiri-
ate wayO. Taking an entirely different approach, David Cope, arguesal studies suggest that the system affords an engaging and stimulat-
that a Turing-like test for creativity would be more appropriate to hising human-computer musical interaction. As the system architecture
work than a Turing test for intelligence [6]. On the other hand, he hagbased on BrooksO subsumption architecture) is highly extensible, fu-
called his well-known project OExperiments in Musical IntelligenceQure iterations of the system may add techniques for approximating
and he also makes reference to Qintelligent music compositionO. Fiae-grained qualities of human musicianship. In the meantime, how-
thermore, he states that his system generates OconvincingO musiever, further studies are planned with the existing prototype, with the
the style of a given composer (by training the system with a cor-aim of providing insights into aspects of human cognition as well as
pus of human-composed music), and one can infer that, in this corintelligent musical agent design.

text, OconvincingO at least approximates the notion of human indis-

tinguishability. With a more critical articulation, Pearce and Wiggins .

carefully differentiate between a test for what Cope calls Oconvinc5 Conclusion

ingO and a Turing test for intelligence [19]. A.S they point_out, de_Spit_‘iJItimately, whether an interactive computer system is dealing with
the resemblance of the two approaches, testing for intelligence is d'%'n interrogator in the imitation game or musically improvising with

tinct from determining the O(non-)membership of a machine COMPY; human, the system must be designed to Orespond in lived real

sition in a set of human composed pieces of musicO. They also NOffhe to unexpected, real-world inputO [17]. This responsiveness takes

_the signipcant differe_nce between an interactive test and one inVOl\f'he form of what sociologist Andrew Pickering calls the Odance of
ing passive observation. agencyO, in which a reciprocal interplay of resistance and accom-
modation produces unpredictable emergent results over time [20].
4 Broadening the interactive horizon This description of’a sustained, continuous play of forces that Oin-
. teractively stablizeO each other could be applied to freely improvised
One reason for isolating these two threads is to recast TuringOs idaasisic, whether performed by humans exclusively, or by humans and
in a wider social context, one that is better attuned to the contempazomputers together. Pickering points out a concept similar to the pro-
rary social understanding of the role of technology research: namelgess of interactive stabilisation, Oheterogeneous engineering®, elabo-
that it is primarily intended (or even expected) to enhance our livesrated in the work of his colleague John Law (see [12]); the latter, in
Outside the thought experiment, in the realm of practical applicationits emphasis on productive output, is perhaps more appropriate to the
one might redirect the resources for developing a successful Turinghusical context of free improvisation.
test candidate (e.g., for the Loebner Prize) and instead apply them Although these theoretical characterisations may seem abstract,
toward a different kind of interactive system. This proposed systemhey concretely pertain to the present topic in that they seek to ad-
could be built so that it might be easily identiPed as a machine (evedress the Oopen-ended and performative interplay between agents
if occasionally mistaken for a human), which seemingly runs countethat are not capable of dominating each otherO [21], where the agents
to the spirit of the Turing test. However, with an altered emphasismay include various combinations of humans, computers and other
one could imagine the primary function of such a machiner&mg-  entities, and the interplay may include linguistic, musical, physi-
ing humans in a continuous process of interaction, for a variety okal and other forms of interaction. With particular relevance to the
purposes, including (but not limited to) stimulating human creativity present context, Pickering applies his conceptual framework of agent
and providing a realm for aesthetic exploration. interplay to the animal-like robots of TuringOs contemporary, cyber-
One example of this kind of system is musical improvisation soft-netics pioneer Grey Walter, and those of Brooks, designed and built
ware that interacts with human performers in real time, in a mutuallydecades later [21]. Returning to the main theme, following Brooks,
inBuential relationship between human and computer, such as Lewig§ihe dynamics of the interaction of the robot and its environment are
Voyager In his software design, the interaction model strongly re-primary determinants of the structure of its intelligenceO [3]. Thus,
sembles the way in which Turing describes a computerOs behaviowidependent of its human resemblance, an agentOs ability to negotiate
it is responsive, yet it does not always give the expected answer, anglith an unstructured and highly dynamic musical, social or physi-
it might interrupt the human interlocutor or steer the interaction in acal environment can be treated as a measure of intelligence closely
different direction (see [16]). In the case of an interactive improvisingaligned with what Turing thought to be discoverable with his pro-
music system, the environment in which the human and computer inposed test.
teract is not verbal conversation, but rather, a culturally specibc aes-
thetic context for collaborative music-making. In this sense, a musi-
cal improvisation is not an interrogation in the manner presented b)REFERENCES
Turing, yet OtestO ?onversat'ons and musical 'mprov'satlhons are_ eﬁ] C. Ariza, OThe interrogator as critic: The turing test and the evaluation
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The ANYNT Project Intelligence Test! gne

Javier Insa-Cabreraland Jose Hernandez-Orallo?and David L. Dowe®
and Sergio Espaa*and M.Victoria Hern andez-Llorede®

Abstract. All tests in psychometrics, comparative psychology and In the ANYNT project we have been working on the design and
cognition which have been put into practice lack a mathematicalmplementation of a general intelligence test, which can be feasibly
(computational) foundation or lack the capability to be applied toapplied to a wide range of subjects. More precisely, the goal of the
any kind of system (humans, non-human animals, machines, hybridgroject is to develop intelligence tests that are:fitjnal, by using
collectives, etc.). In fact, most of them lack both things. In the pashotions from Algorithmic Information Theory (a.k.a. Kolmogorov
bfteen years, some efforts have been done to derive intelligence testomplexity) [24]; (2)universal so that they are able to evaluate the
from formal intelligence dePnitions or vice versa, grounded on comgeneral intelligence of any kind of system (human, non-human ani-
putational concepts. However, some of these approaches have noil, machine or hybrid). Each will have an appropriate interface that
been able to creategniversaltests (i.e., tests which can evaluate any bts its needs; (Rnytime so the more time is available for the eval-
kind of subjects) and others have even failed to make a feasible testation, the more reliable the measurement will be.
TheANYNT project was conceived to explore the possibility of debn-
ing formal, universal and anytime intelligence tests, having afeasibl% BACKGROUND
implementation in mind. This paper presents the basics of the theory
behind theaNYNT project and describes one of the test propotypesin this section, we present a short introduction to the area of Algorith-
that were developed in the project: téshe . mic Information Theory and the notions of Kolmogorov complexity,
universal distributions, Levin®$ complexity, and its relation to the
notions of compression, the Minimum Message Length (MML) prin-
ciple, prediction, and inductive inference. Then, we will survey the
approaches that have appeared using these formal notions in order
1 INTRODUCTION to give mathematical debniti_ons of intelligence or t_o develop intelli-
gence tests from them, starting from the compression-enhanced Tur-

There are many examples of intelligence tests which work in praci-ng tests, theC-test, and Legg and HutterOs depnition of Universal

tice. For instance, in psychometrics and comparative psychologye!ligence.

tests are used to evaluate intelligence for a variety of subjects: chil-

dren and adult Homo Sapiens, other apes, cetaceans, etc. In arti2:1  Kolmogorov complexity and universal
cial intelligence, we are well aware of some incarnations and dif- distributions

ferent variations of the Turing Test, such as the Loebner Prize or,

CAPTCHASs [32], which are also feasible and informative. However,Arlgomrrn:'ﬁ Ipfortr}:]atrllog 'I;]hec;ry |rsna Tetlid r']n Ezrlr:f)u:re; St’iC'ﬁniﬁ tt:(at
they do not answer the pristine questions: what intelligence is an§roperly relates the notions of computation a ormation. 1he key

how it can be built. Idea is the notion of the Kolmogorov Complexity of an object, which

In the past bfteen years, some efforts have been done to deri\lladepned as the length of the shortest progpaivat outputs a given

. . . . i ) stringx over a machin&). Formally,
intelligence tests from formal intelligence debnitions or vice versa, 9 Y

grounded on computational concepts. However, some of these apyepnition 1 Kolmogorov Complexity
proaches have not been able to creatiwersaltests (i.e., tests which

can evaluate any kind of subjects) and others have even failed to Ku(x):= min

make a feasible test. TReNYNT projecf was conceived to explore p such thau (p)= x

the possibility of debning formal, universal and anytime intelligencewherel(p) denotes the length in bits pfandU (p) denotes the result
tests, having a feasible implementation in mind.

of executingp onU.

Keywords: (machine) intelligence evaluation, universal tests, ar-
tibcial intelligence, Solomonoff-Kolmogorov complexity.

1(p)

v DS(I@Cd _Universitat  Polgcnica  de  Vaincia, Spain. email: For instance, ik = 1010101010101010andU is the program-
Jinsa SIC.upv.es . . _ . . . _

2 DSIC, Universitat Polécnica de Vaincia, Spain. email: 1Y Ianguage Lisp, theK uisp (x) is the Igngth in bits of the short
jorallo@dsic.upv.es est program in Lisp that outputs the §trmgTh_e relevance_of the

3 Clayton School of Information Technology, Monash University, Australia. choice ofU depends mostly on the size »f Since any universal
email: david.dowe@monash.edu machine can emulate another, it holds that for every two universal

# PROS, Universitat Pokicnica de Vancia, Spain. email Turing machined) andV, there is a constam(U, V), which only
sergio.espana@pros.pv.es depends otJ andV and does not depend on such that for alk

5 Universidad Complutense  de  Madrid, ~ Spain.  email: %P . pend on _ aik,
vhlloreda@psi.ucm.es IKu(x) ! Kv(X)] c(U,V). The value ofc(U, V) is relatively

6 http://users.dsic.upv.es/proy/anynt/ small for sufbciently long.
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From DePnition 1, we can debne the universal probability for ma-1998 some works on enhancing or substituting the Turing Test [29]

chineU as follows: by inductive inference tests were developed, using Solomonoff pre-
diction theory [28] and related notions, such as the Minimum Mes-
DePnition 2 Universal Distribution sage Length (MML) principle. On the one hand, Dowe and Hajek
Given a prebx-free machihel, the universal probability of string  [2][3][4] suggested the introduction of inductive inference problems
X is dePned as: . in a somehovinduction-enhancedr compression-enhancédiring
pu(x)=2" v Test (they arguably called it non-behavioural) in order to, among

other things, completely dismiss SearleOs Chinese room [27] objec-
tion, and also because an inductive inference ability is a necessary
which gives higher probability to objects whose shortest descriptior{though possibly Onot sufbcientO) requirement for intelligence.
is small and gives lower probability to objects whose shortest de- Quite simultaneously and similarly, and also independently, in
scription is large. Considering programs as hypotheses in the hypotlj3][6], intelligence was debned as the ability to comprehend, giv-
esis language debned by the machine, paves the way for the matimg a formal debnition of the notion of comprehension as the iden-
ematical theory of inductive inference and prediction. This theorytibcation of a Opredominant® pattern from a given evidence, derived
was developed by Solomonoff [28], formalising OccamOs razor in from Solomonoff prediction theory concepts, Kolmogorov complex-
proper way for prediction, by stating that the prediction maximisingity and LevinOKt . The notion of comprehension was formalised by
the universal probability will eventually discover any regularity in the using the notion of OprojectibleO pattern, a pattern that has no excep-
data. This is related to the notion of Minimum Message Length fortions (no noise), so being able to explawerysymbol in the given
inductive inference [34][35][1][33] and is also related to the notion sequence (and not only most of it).
of data compression. From these debnitions, the basic idea was to constrigasible
One of the main problems of Algorithmic Information Theory is test as a set of series whose shortest pattern had no alternative pro-
that Kolmogorov Complexity is uncomputable. One popular solu-jectible patterns of similar complexity. That means that the Oexplana-
tion to the problem of computability & for bnite stringsis to use a  tionO of the series had to be much more plausible than other plausible
time-bounded or weighted version of Kolmogorov complexity (and,hypotheses. The main objective was to reduce the subjectivity of the
hence, the universal distribution which is derived from it). One pop-test N brst, because we need to choose one reference universal ma-

ular choice is Levin@¢t complexity [23][24]: chine from an inbPnite set of possibilities; secondly, because, even
N . ] choosing one reference machine, two very different patterns could
Debpnition 3 LevinOKt Complexity be consistent with the evidence and if both have similar complexities,
. . their probabilities would be close, and choosing between them would

= min I(p) +log time (U, p, . . : ' . . )
Ktu () p such thatu(p): X{ (P) g time (U, p.x)} make the series solution quite uncertain. With the constraints posed

on patterns and series, both problems were not completely solved but
wherel(p) denotes the length in bits pf U(p) denotes the result of  minimised.

executingp on U, andtime (U, p, x) denotes the tinfethat U takes
executingp to producex.

k=9 a, dag,j .. Answer: m
Finally, despite the uncomputability #f and the computational k=12 a,a,2z¢cYyex.. Answer: ¢
complexity of its approximations, there have been some effortstouse kK =14 c,abdbccecd.. Answerd

Algorithmic Information Theory to devise optimal search or learning

strategies. Levin (or universal) search [23] is an iterative search al-Figure 1. Examples of series dft complexity 9, 12, and 14 used in the

gorithm for solving inversion problems based léh, which has in- C-test [6].

spired other general agent policies such as HutterOs AlXI, an agent

that is able to adapt optimaftyn all environments where any other ]

general purpose agent can be optimal [17], for which there is a work- The depnition was given as the result aat calledC-test [13],

ing approximation [31][30]. formed by computationally-obtained series of increasing complexity.

The sequences were formatted and presented in a quite similar way

. . .. to psychometric tests (see Figure 1) and, as a result, the test was ad-

2.2 Developlng mathematical depnitions and tests ministered to humans, showing a high correlation with the results of
of intelligence a classical psychometric (IQ) test on the same individuals. Nonethe-

Following ideas from A.M. Turing, R.J. Solomonoff, E.M. Gold, less, the main goal was that the test could eventually be administered

C.S. Wallace, M. Blum, G. Chaitin and others, between 1997 ando other kinds of intelligent beings and systems. This was planned

to be done, but the work from [26] showed that machine learning

7 For a convenient debnition of the universal probability, we need the require-. Al ;
ment ofU being a prebx-free machine (see, e.g., [24] for details). Note als: rograms could be specialised in such a way that they could score

that even for prebx-free machines there are inbnitely many other inputs tfeasonably We_” on some of the typica_l IQ tests. A more extensive
U that will outputx, sopy (x) is a strict lower bound on the probability ~treatment of this phenomenon and the inadequacyieentlQ tests
thatU will output x (given a random input) for evaluating machines can be found in [5]. This unexpected result

Heretime does not refer to physical time but to computational time, i.e., R : s
computation steps taken by machide This is important, since the com- conbrmed thaC-tests had important limitations and could not be

plexity of an object cannot depend on the speed of the machine where it i§ONnsidered universal in two ways, i.e., embracing the whole notion
run. of intelligence, but perhaps only a part of it, and being applicable to
Optimality has to be understood in an asymptotic way. First, because AlXlany kind of subject (not only adult humans). The idea of extending

is uncomputable (although resource-bounded variants have been introducgi . . - _
and shown to be optimal in terms of time and space costs). Second, beca ese static tests to other factors or to make them interactive and ex

itis based ora universal probability ovea machine, and this choice deter- te€nsible to other kinds of subjects by the use of rewards (as in the
mines a constant term which may very important for small environments. area of reinforcement learning) was suggested in [7][8], but not fully

]

©
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developed into actual tests. An illustration of the classical view of arsecond is the sum over all possible actions (agentOs life in each envi-
environment in reinforcement learning is seen in Figure 2, where amonment is inPnite). And, Pnalli§ is not computable. Additionally,

agent can interact through actions, rewards and observations. we also have the dependence on the reference mathiidis de-
pendence takes place even though we consider an inpnite number of
"H#E%& (O environments. The universal distribution for a macHiheould give

the higher probabilitied)5, 0.25, ...) to quite different environments
than those given by another machie

Despite all these problems, it could seem that just making a ran-
dom Pnite sample on environments, limiting the number of interac-
tions or cycles of the agent with respect to the environment and using
some computable variant &f, is sufbcient to make it a practical test.
However, on the one hand, this is not so easy, and, on the other hand,
the debnition has many other problems (some related and others un-
related).

The realisation of these problems and the search for solutions in

A few years later, Legg and Hutter (e.g. [21],[22]) followed the the'quest of a practical intelligendestis the goal of theaANYNT
previous steps and, strongly inRuenced by HutterOs theory of AIXTO/ect.
optimal agents [16], gave a new dePnition of machine intelligence,
dubbed OUniversilIntelligenceO, also grounded in Kolmogorov 3  ANYTIME UNIVERSAL TESTS
complexity and SolomonoffOs (Qinductive inferenceO or) prediction . ) . )
theory. The key idea is that the intelligence of an agent is evaluatediS Section presents a summary of the theory in [11]. The reader is
as some kind of sum (or weighted average) of performances in all thEEferred to this paper for further details.
possible environments (as in Figure 2).

The dePnition based on titest can now be considered a static 3.1 On the difbculty of environments

precursor of Legg and Hutter®s work, where the environment out- ) ) .
puts no rewards, and the agent is not allowed to make an action untTIhe prst issue concerns how to sample environments. Just using the

several observations are seen (the inductive inference or predictidiversal distribution for this , as suggested by Legg and Hutter, will

sequence). The point in favour of active environments (in contrasf’€an that very simple environments will be output again and again.

to passive environments) is that the former not only require inducNOte that an environment with K (i) = 1 will appear half of the

tive and predictive abilities to model the environment but also somdiMe- Of course, repeated environments must be ruled out, but a sam-
planning abilities to effectively use this knowledge through actions PI€ Would almost become an enumeration from low to tghThis

Additionally, perceptions, selective attention, and memory abilitiesVill Still omit or underweight very complex environments because

must be fully developed. Not all this is needed to score well in atheir probability is so low. Furthermore, measuring rewards on very
C-test. for instance. small environments will get very unstable results and be very depen-

While the C-test selects the problems by (intrinsic) difbculty dent on the reference machine. And even ignoring this_, it is not clear
(which can be chosen to bt the level of intelligence of the evaluee)Nat @n agent that solves all the problems of complexity lower than

Legg and Hutter®s approach select problems by using a universal d@ bits and none of those whose complexity is larger than 20 bits
tribution, which gives more probability to simple environments. LeggIS more intelligent than another agent who does reasonably well on

and HutterOs debnition, given an aderis given as: every environment. _ _
This constrasts with the view of the-test, which focus on the

| n%$+'°/°' S80S %%

Figure 2. Interaction with an Environment.

Debnition 4 Universal Intelligence [22] issue of difbculty and does not make the probability of a prob-
" # lem appearing inversely related to this difpculty. In any case, before

I I . going on, we need to clarify the notions of simple/easy and com-
I(LuU)= pu (1) aE i plex/difbcult that are used here. For instance, just choosing an envi-

=i i=1 ronment with highK does not ensure that the environment is indeed

complex. As Figure 3 illustrates, the relation is unidirectional; given
a low K, we can afprm that the environment will look simple. On
the other hand, given an intuitively complex environmétatmust

be necessarily high.

wherep is any environment coded on a universal machinevith !
being the agent to be evaluated, adH the reward obtained by

in W at interactioni. E is the expected reward on each environment,
where environments are assigned with probabpigy L) using a uni-

versal distribution [28]- Environment with high K! = Intuitively complex (difbcult) environment
Environment with low K =" Intuitively simple (easy) environment

DePnition 4, although very simple, captures one of the broadest
depnitions of intelligence: Othe ability to adapt to a wide range of en- Figure 3. Relation betweek and intuitive complexity.
vironmentsO. However, this dePnition was not meant to be eventually
converted into a test. In fact, there are three obvious problems in this
dePnition regarding making it practical. First, we have two inbnite
sums in the dePnition: one is the sum over all environments, and the Given this relation, only among environments with highwill
FE— o Bhored T refer to the debrition ( q ~we bnd complex environments, and, among the latter, not all of them

e term Ouniversa ere does not refer to the aepPnition (or a aeriv, : A f PP
test) being applicable to any kind of agent, but to the use of Solomonoff(ﬂ‘é}iill be difPcult. From the agentOs perspective, however, this is more

universal distribution and the view of the dePnition as an extremely genera@Xtreme, since many environments with highwill Contéin difp-
view of intelligence. cult patterns that will never be accessed by the agentOs interactions.
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As a result, the environment will bgrobabilistically simple. Thus, is balanced. Another approach is to set a reference machine that only
giving most of the probability to environments with |o¢ means  generates balanced environments.

that most of the intelligence measure will come from patterns that Using this approach on rewards, we can use an average to estimate
are extremely simple. the results on each environment, namely:

. L . Debnition 6 Average Reward
3.2 Selecting discriminative environments Given an environment, with n; being the number of completed

Furthermore, many environments (either simple or complex) willinteractions, then the average reward for agénts debned as fol-

be completely useless for evaluating intelligence, e.g., environment@Ws:
that stop interacting, environments with constant rewards, etc. If . nipht
we are able to make a more accurate sample, we will be able to vy (ni) =
make a more efbcient test procedure. The question here is to deter-

mine a non-arbitrary criterion to exclude some environments. Forin- Now we can calculate the expected value (although the limit may
stance, Legg and HutterOs dePnition forces environments to interawit exist) of the previous average, denotedEk(yL), for an arbitrar-
inPnitely, and since the description must be Pnite, there must be a paly large value ofn;.

tern. This obviously includes environments such as Oalways output To view the test framework in more detail, in [11] some of these
the same observation and rewardO. In fact, they are not only possiliEsues (and many other problems) of the measure are solved. It uses
but highly probable on many reference machines. Another pathologa random Pnite sample of environments. It limits the number of in-
ical case is an environment that Ooutputs observations and rewarndsactions of the agent with respect to the environment. It selects a
at randomO. However, this has a high complexity if we assume deliscriminative set of environments, etc.

terministic environments. In both cases, the behaviour of any agent

on these environments would almost be the same. In other word

they do not havaliscriminative power Therefore, these environ- % ENVIRONMENT CLASS

ments would be useless for discriminating between agents. The previous theory, however, does not make the choicarfenvi-

In an interactive environment, a clear requirement for an environtonment class, but just sets some constraints on the kind of environ-
ment to be discriminative is that what the agent does must have comments that can be used. Consequently, one major open problem is to
sequences on rewards. Thus, we will restrict environments to be semake this choice, i.e., to Pnd a proper (unbiased) environment class
sitive to agentsO actions. That means that a wrong action might leaghich follows the constraints and, more difbcult, which can be fea-
the agent to part of the environment from which it can never returrsibly implemented. Once this environment class is identiPed, we can
(non-ergodic), but at least the actions taken by the agent can modise it to generate environments to run any of the tests variants. Addi-
ify the rewards in that subenvironment. More precisalg,want an tionally, it is not only necessary to determine the environment class,
agent to be able to inBuence rewards at any point in any subenvibut also to determine the universal machine we will use to determine
ronment This does not imply ergodicity but reward sensitivity at any the Kolmogorov complexity of each environment, since the tests only
moment. That means that we cannot reach a point from which redse a (small) sample of environments, and the sample probability is
wards are given independently of what we do (a dead-end). debned in terms of the complexity.

In the previous section we debned a set of properties which are
required for making environments discriminative, namely that ob-
servations and rewards must be sensitive to agentOs actions and that
environments are balanced. Given these constraints if we decide to

Animportant issue is how to estimate rewards. If we only use positivedenerate environments without any constraint and then try to make
rewards, we bnd some problems. For example, an increase in ttfeP0st-processing sieve to select which of them comply with all the
score may originate from a really good behaviour on the environmergonstraints, we will have a computationally very expensive or even
or just because more rewards are accumulated since they are alwa§omputable problem. So, the approach taken is to generate an en-
positive. Instead, an average reward seems a better payoff functioMironment class that ensures that these properties hold. In any case,
Our proposal is to use symmetric rewards, which can range betweene have to be very careful, because we would not like to restrict

3.3 Symmetric rewards and balanced
environments

I 1andl: the reference machine to comply with these properties at the cost of
losing their universality (i.e. their ability to emulate or include any
Debnition 5 Symmetric Rewards computable function).
We say an environment has symmetric rewards when: And Dnally, we would like the environment class to be user-
friendly to the kind of systems we want to be evaluated (humans,
R - 2 - non-human animals and machines), but without any bias in favour or

against some of them.

If we set symmetric rewards, we also expect environments to be According to all this, we dePne a universal environment class from
symmetric, or more precisely, to be balanced on how they give rewhich we can effectively generate valid environments, calculate their
wards. This can be seen in the following way. In a reliable test, wecomplexity and consequently derive their probability.
would like that many (if not all) environments give an expeced
reward to random agents. . .

This excludes both hostile and benevolent environments, i.e., enA-"l On actions, observations and space
vironments where doing randomly will get more negative (respecBack to Figure 2 again, actions are limited by a Pnite set of symbols
tively positive) rewards than positive (respectively negative) rewardsA, (e.g{left, right, up, down }), rewards are taken from any subset
In many cases it is not difpcult to prove that a particular environmenR of rational numbers betweénl and1, and observations are also
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limited by a Pnite se© of possibilities (e.g., the contents of a grid known as Good and Evil).

of binary cells ofn ! m, or a set of light-emitting diodes, LEDSs).

We will usea;, ri ando; to (respectively) denote action, reward and

observation at interaction 4.2.1 Space
Apart from the behaviour of an environment, which may vary from The space is debned as a directed labelled graph; afodes (or

very simple to very complex, we must Prst clarify theerface How vertices), where each node represents a cell. Nodes are numbered,

many actions are we going to allow? How many different observastarting from 1, so cells are refered to@s Cs, . .., Cn.. Fromeach

tions? The very debnition of environment makes actions a bnite sefell we haven, outgoing arrows (or arcs), each of them denoted as

of symbols and observations are also a Pnite set of symbols. Itis cle@; # - C;, meaning that actioh $ A goes fromC; to C; . All the

that the minimum number of actions has to be two, but no upper limitbutgoing arrows fronC; are denoted b{’;. At least two outgoing

seems to be decided a priori. The same happens with observationgrrows cannot go to the same cell. Forma#g; : & 1,12 $ Ci such

Even choosing two for both, a sequence of interactions can be asrichatr, = C; # -, Cj andr, = C; # -, Cx with C; = Cy and

as the expressiveness of a Turing machine. I'm = !4, Atleast one of the outgoing arrows from a cell must lead
Before getting into details with the interface, we have to thinkto itself (typically denoted by ;1 and is the Prst action). Formally,

about environments that can contain agents. This is not only the caseC; : & $ C; suchthat = C; # - 1 Gi.

in real life (where agents are known as inanimate or animate objects, A path fromC; to Cr, is a sequence of arrowd # C;,Cj #

animals among the latter), but also a requirement for evolution andCy,...,C; # Cy. The graph must be strongly connected, i.e., all

hence, intelligence as we know it. The existence of several agentsells must be connected (i.e. there must be a walk over the graph that

which can interact requiresspace The space is not necessarily a goes through all its nodes), or, in other words, for every two &&l)s

virtual or physical space, but also a set of common rules (or lawsC; there exists a path fro@; to C; .

that govern what the agents can perceive and what the agents can do.

From this set of common rules, specibc rules can be added to ea%mz 5 Obiect

agent. In the real world, this set of common rules is physics. All this ™ <" J€CtS

has been extensively analysed in multi-agent systems (see e.g. [28klls can contain objects from a set of predebned objectsith

for a discussion). n, = |! |. Objects, denoted bf; can be animate or inanimate, but
The good thing about thinking of spaces is that a space entails thiis can only be perceived by the rules each object has. An object is

possible perceptions and actions. If we dePne a common space, Weanimate (for a period or indebnitely) when it performs actian

have many choices about observations and actions already taken. repeatedly. Objects can perform actions following the space rules,
A brst (and common) idea for a space is a 2D grid. From a 2D gridput apart from these rules, they can have any behaviour, either de-

the observation is a picture of the grid with all the objects and agentgerministic or not. Objects can be reactive and can be debned to act

inside. In a simple grid where we have agents and objects inside thgith different actions according to their observations. Objects per-

cells, the typical actions are the movements left, right, up and downform one and only one action at each interaction of the environment

Alternatively, of course, we could use a 3D space, since our worldexcept from the special objects Good and Evil, which can perform

is 3D. In fact, there are some results using intelligence testing (foseveral actions in a row).

animals or humans) with a 3D interface [25][36]. Apart from the evaluated agefit as we have mentioned, there
The problem of a 2D or 3D grid is that it is clearly biased in favour are two special objects called Good and Evil. Good and Evil must

of humans and many other animals which have hardwired abilitieave the same behaviour. By tb@mebehavior we do not mean that

for orientation in this kind of spaces. Other kinds of animals or hand-they perform the same movements, but they have the $agieor

icapped people (e.g. blind people) might have some difbculties i@)rogrambehind them.

this type of spaces. Additionally, artiPcial intelligence agents would  Objects can share a same cell, except Good and Evil, which cannot

highly benebt by hardwired functionalities about Euclidean distancee at the same cell. If their behaviour leads them to the same cell, then

and 2D movement, without any real improvement in their generabne (chosen randomly with equal probability) moves to the intended

intelligence. cell and the other remains at its original cell. Because of this, the
Instead we propose a more general kind of space. A 2D grid is @nvironment becomes stochastic (non-deterministic).

graph with a very special topology, where there are concepts which Objects are placed randomly at the cells with the initialisation of

hold such as direction, adjacency, etc. A generalisation is a grapthe environment. This is another source of stochastic behaviour.

where the cells are freely connected to some other cells with no par-

ticular predebned pattern. This suggests a (generally) dimensionless . .

space. Connections between cells would determine part or all th&-2-3 Observations and Actions

possible actions, and observations and rewards can be easily showRe observation is a sequence of cell contents. The cells are ordered
graphically. by their number. Each element in the sequence shows the presence
or absence of each object, included the evaluated agent. Additionally,
each cell which is reachable by an action includes the information of
that action leading to the cell.

After the previous discussion, we are ready to give the dePnition of

the environment cla_ss. Flrst_we must debne the space and objects, a&u_(é_‘l Rewards

from here observations, actions and rewards. Before that, we have to

debPne some constants that affect each environment. Namely, wifRaw rewards are debPned as a function of the position of the evaluated
na = |A|l " 2 we denote the number of actions, with " 2 agent$ and the positions of Good and Evil.

the number of cells, and with, the number of objects/agents (not  For the rewards, we will work with the notion of trace and the
including the agent which is to be evaluated and two special objectaotion of Ocell rewardO, that we denote (s ). Initially, r (Ci) = 0

4.2 Debnition of the environment class

AISB/IACAP 2012 Symposium: Revisiting Turing and his Test: Comprehensiveness, Qualia, and the Real World 24






complexities, and we analysed whether the obtained results correnost children would score very badly at the Turing Test, for instance.
lated with the measure of difbculty. The results were clear, showingAnd humans are starting to struggle with many CAPTCHAs.

that the evaluation obtains the expected results in terms of the relation All this means that many feasible and practical tests work because
between expected reward and theoretical problem difbculty. Also, ithey are specialised for specibc populations. As long as the diver-
showed reasonable differences with other baseline algorithms (e.gity of subjects is enlarged, measuring intelligence becomes more
a random algorithm). All this supported the idea that the test andlifbcult and less accurate. As a result, the mere possibility of con-
the environment class used are on the right direction for evaluating structing universal tests is still a hot question. While many may think
specibc kind of system. However, the main question was whether thihat this is irresoluble, we think that unless an answer to this ques-
approach was in the right direction in terms of constructing universation is found, it will be very difbcult (if not impossible) to assess the
tests. In other words, it was still necessary to demonstrate if the testiversity of intelligent agents that are envisaged for the forthcom-
serves to evaluate several kinds of systems and put their results amg decades. Being one way or another, there is clearly an ocean of

the same scale.

In [18] we compared the results of two different systems (humans
and Al algorithms), by using the prototype described in this paper
and the interface for humans. We set both systems to interact wit

scientibc questions beyond the Turing Test.
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Turing Machines and Recursive Turing Tests

Jose Hernandez-Orallotand Javier Insa-Cabrera?and David L. Dowe® and Bill Hibbard 4

Abstract. The Turing Test, in its standard interpretation, has beeneason, including, e.g., personnel selection, spatsther compe-
dismissed by many as a practical intelligence test. In fact, it is questitions). The most relevant (and controversial) feature of the Turing
tionable that the imitatiogamewas meant by Turing himself to be  Test s that it takebumansas a touchstone to which machines should
used as destfor evaluating machines and measuring the progresse compared. In fact, the comparison is not performed by an objec-
of artibcial intelligence. In the past bfteen years or so, an alternativgve criterion, but assessed tymanjudges, which is not without
approach to measuring machine intelligence has been consolidatingentroversy. Another remarkable feature (and perhaps less contro-
The key concept for this alternative approach is not the TUfe®  versial) is that the Turing Test is set on an intentionally restrictive
but the Turingmachine and some theories derived upon it, such asinteraction channel: a teletype conversation. Finally, there are some
SolomonoffOs theory of prediction, the MML principle, Kolmogorov features about the Turing Test which make it more general than other
complexity and algorithmic information theory. This presents an ankinds of intelligence tests. For instance, it is becoming increasingly
tagonistic view to the Turing test, where intelligence tests are basegetter known that programs can do well at human IQ tests [32][8],
on formal principles, are not anthropocentric, are meaningful compecause ordinary IQ tests only evaluate narrow abilities and assume
putationally and the abilities (or factors) which are evaluated canhat narrow abilities accurately reRect human abilities across a broad
be recognised and guantibed. Recently, however, this computationgét of tasks, which may not hold for non-human populations. The
view has been touching upon issues which are somewhat related fQuring test (and some formal intelligence measures we will review
the Turing Test, namely that we may need other intelligent agentss the following section) can test broad sets of tasks.
in the tests. Motivated by these issues (and others), this paper links we must say that Turing cannot be blamed for all the controversy.
these two antagonistic views by bringing some of the ideas arounghe purpose of Turing®s imitation game [37] was to show that intel-
the TuringTestto the realm of Turingnachines ligence could be assessed and recognised in a behavioural way, with-
out the need for directly measuring or recognising some other physi-
cal or mental issues such as thinking, consciousness, etc. In TuringOs
view, intelligence can be just seen as a cognitive ability (or property)
that some machines might have and others might not. In fact, the
1 INTRODUCTION stand_a_rd scientibc view should converge to debning_ intelligence_ as
an ability that some systems: humans, non-human animals, machines
) _ Nand collectives thereofN, might or might not have, or, more pre-
Humans have peen evaluated by other humans in all penod_s of hI%‘lsely, might have to a larger or lesser degree. This view has clearly
tory. It was only in the 20th century, however, that psychometrics Wag aan spread by the popularity of psychometrics and 1Q fests.
established as a scientibc disciplither animals have also been — \ e there have been many variants and extensions of the Tur-

evaluated by humans, but certainly not in the context of psychomerng Test (see [33] or [31] for an account of these), none of them

tric tesfts. Insteahd, (;]omparatl\r/]e cognmqn |s| nowadayls andlmp?jrtar*gnd none of the approaches in psychometrics and animal cognition,
area ot research wnere non-numan animals are eva uated and co ther) have provided a formal, mathematical depnition of what in-
pared.MachinesNyet again differentlyN have also been evaluated
by humans. However, no scientibc discipline has been established fénn many sports, to see how good a player is, we want competent judges but
this. also appropriate team-mates and opponents. Good tournaments and com-

The Turing Test [31] is still the most popular test for machine in- petitions are largely designed so as to return (near) maximal expected in-
formation.

telligence, at least for philosophical and scientibc discussions. The |, fact, the notion of consciousness and other phenomena is today better
Turing Test, as a measuremémstrumentand not as a philosophical  separated from intelligence than it was sixty years ago. They are now seen
argument’ is very different to the instruments other discip"nes useto as related but different thlngs. For instance, nobody doubts that a team of

. . ; P - people can score well in a single 1Q test (working together). In fact, the
measure intelligence in a scientibc way. The Turing Test resemblesteam’ using a teletype communication as in the Turing Test, can dialogue,

a much more customary (and non-scientibc) assessment, which hapwrite poetry, make jokes, do complex mathematics and all these human
pens when humans interview or evaluate other humans (for whateverthings. They can even do these things continuously for days or weeks, while
some of the particular individuals rest, eat, go to sleep, die, etc. Despite
all of this happeningn the other side of the teletype communicatitie

Keywords: Turing Test, Turing machines, intelligence, learning,
imitation games, Solomonoff-Kolmogorov complexity.

L DSIC, Universitat Policnica de Vaincia, Spain. email: system is just regarded as one subject. So the fact that we can effectively
jorallo@dsic.upv.es ) L ) . measure the cognitive abilities of the team or even make the team pass the

2 DSIC, Universitat Polgcnica de Vaincia, Spain. email: Turing Test does not lead us directly to statements such as Othe team has a
jinsa@dsic.upv.es mindO or Othe team is consciousO. At most, we say this in a bgurative sense,
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telligence is and how it can be measured. gestions as to how machine intelligence measurement might develop
A different approach is based on one of the things that the Turin the future.

ing Test is usually criticised fortearning®. This alternative ap-

proach requires a proper depbnition of learning, and actual mech

nisms for measuring learning ability. Interestingly, the answer to thi

is given by notions devised from Turing machines. In the 1960s, Ray MEASUREMENT USING TURING

Solomonoff Osolved® the problem of induction (and the related prob- MACHINES

lems of prediction and learning) [36] by the use of Turing machines:there are, of course, many proposals for intelligence depnitions and
This, jointly with the theory of inductive inference given by the Min- tegisfor machineswhich are not based on the Turing Test. Some
imum Message Length (MML) principle [39, 40, 38, 5], algorithmic ot them are related to psychometrics, some others may be related
information theory [1], Kolmogorov complexity [25, 36] and com- {4 gther areas of cognitive science (including animal cognition) and
pression theory, paved the way in the 1990s for a new approach fafome others originate from artibcial intelligence (e.g., some compe-
debning and measuring intelligence based on algorithmic informagiions running on specibc tasks such as planning, robotics, games,
tion theory. This approach will be summarised in the next section. ainforcement learning, ...). For an account of some of these, the
While initially there was some connection to the Turing Test, thiSaader can bnd a good survey in [26]. In this section, we will focus
line of research has been evolving and consolidating in the past P, approaches which use Turing machines (and hence computation)

teen years (or more), cutting all the links to the Turing Test. This hagys 3 hasic component for the depnition of intelligence and the deriva-
provided important insights into what intelligence is and how it canyg of tests for machine intelligence.

be measured, and has given clues to the (re-Junderstanding of othery;ost of the views of intelligence in computer science are sus-
areas where intelligence is dePned and measured, such as psychgned over a notion of intelligence as a special kind of informa-
metrics and animal cognition. _ tion processing. The nature of information, its actual content and
. Aq important milestone of.thls.Jour.ney hag been thte. recent realisag,q way in which patterns and structure can appear in it can only
tion in this context that (social) intelligence is the ability to perform |, explained in terms of algorithmic information theory. The Min-
well in an environment full of other agents of similar intelligence. ;,um Message Length (MML) principle [39, 40] and Solomonoff-
This is a consequence of some experiments which show that whegoimogorov complexity [36, 25] capture the intuitive notion that
performance is measured in environments where no other agents Cere s structure Dor redundancy® in data if and only if it is com-
exist, some important traits of intelligence are not fully recognised. Apressible, with the relationship between MML and (two-part) Kol-
solution for this has been formalised as the so-called Darwin-WaIIac?nogorOV complexity articulated in [40][38, chap. 2][5, sec. 6]. While
distri_bgtign of en_vironmepts (or tasks) [1_8]. The outcome of all this is Kolmogorov [25] and Chaitin [1] were more concerned with the no-
that it is increasingly an issue whether intelligence might be needeglons of randomness and the implications of all this in mathematics
tp measure |nteII|_gence. BL_Jt this is not because we might need intel;, computer science, Solomonoff [36] and Wallace [39] developed
ligent judges as in the Turing Test, but because we may need othgfe theory with the aim of explaining how learning, prediction and in-
intelligent agents to become part of the exercises or tasks an intelliyctive inference work. In fact, Solomonoff is said to have Osolved®
gence test should contain (as per footnote 1). ) the problem of induction [36] by the use of Turing machines. He was
This seems to take us back to the Turing Test, a point some of Ugjsq the prst to introduce the notions of universal distribution (as the
dell_berately abar_1doned more than pfteen years ago. Re-visiting tl}ﬁstribution of strings given by a UTM from random input) and the
Turing Test now is necessarily very different, because of the teChniyyariance theorem (which states that the Kolmogorov complexity of
cal companions, knowledge and results we have gathered during thiSsying calculated with two different reference machines only differs
journey (universal Turing machines, compression, universal dIStl’Iby a constant which is independent of the string).
butions, Solomonoff-Kolmogorov complexity, MML, reinforcement ~ chaitin brieRy made mention in 1982 of the potential relationship
learning, etc.). _ _ _ between algorithmic information theory and measuring intelligence
The paper is organised as follows. Section 2 introduces a short agy) t actual proposals in this line did not start until the late 1990s.
count of the past Pfteen years concerning debnitions and tests of Mg prst proposal was precisely introduced over a Turing Test and
chine intelligence based on (algorithmic) information theory. It also,q 4 response to SearleOs Chinese room [35], where the subject was
discusses some of the most recent outcomes and positions in this liNngyced to learn. Thisinduction-enhanceduring Test [7][6] could
which have led to the notion of Darwin-Wallace distribution and the they evaluate a general inductive ability. The importance was not that
need for including other intelligent agents in the tests, suggesting agny kind of ability could be included in the Turing Test, but that this
inductive (or recursive, or iterative) test construction and debnitionab”ity could be formalised in terms of MML and related ideas. such
This is linked to the notion of recursive Turing Test (see [32, sec ¢ (two-part) compression.
5.1] for a Prst discussion on this). Section 3 analyses the base case|ngependently and near-simultaneously, a new intelligence test
by_pr_oposmg_several s_chemata f_or evaluating systems that are abd@-test) [19] [12] was derived as sequence prediction problems
to imitate Turing machines. Section 4 debnes different ways of doypich were generated by a universal distribution [36]. The difp-
ing the recursive step, inspired by the Darwin-Wallace distributiongy of the exercises was mathematically derived from a variant of
and |d_eas for making this feasible. Section 5 briey explores. how a_'kolmogorov complexity, and only exercises with a certain degree of
this might develop, and touches upon concepts such as universalifffscyity were included and weighted accordingly. These exercises
in Turing machines and potential intelligence, as well as some sugyere very similar to those found in some IQ tests, but here they were
created from computational principles. This work OsolvedO the tradi-
3 This can be taken as further evidence for Turing not conceiving the imitatjonal subjectivity objection of the items in IQ tests, i.e., since the

tion test as an actual test for intelligence, because the issue about machin : . . . B
being able to learn was seen as inherent to intelligence for Turing [37, sec(?ammuatlon of each sequence was derived from its shortest expla

tion 7], and yet the Turing Test is not especially good at detecting learnindlation. However, this test only measured one cognitive ability and
ability during the test. its presentation was too narrow to be a general test. Consequently,

? MACHINE INTELLIGENCE
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these ideas were extended to other cognitive abilities in [14] by thegents will have a slightly higher degree of intelligence. Iterating this
introduction of other OfactorsO, and the suggestion of using intergrocess we have different levels for the Darwin-Wallace distribution,
tive tasks where Orewards and penalties could be used insteadO, asliere evolution is solely driven (boosted) by a btness function which
reinforcement learning [13]. is just measured by intelligence tests.
Similar ideas followed relating compression and intelligence.
Compres_smn tests were proposed as a t_est_for artibcial intelligen THE BASE CASE: THE TURING TEST FOR
[30], arguing that Ooptimal text compressionis a harder problem thal TURING MACHINES
artibcial intelligence as debned by TuringOsO. Nonetheless, the fact
that there is a connection between compression and intelligence dogsrecursive approach can raise the odds for environments and tasks
not mean that intelligence can be just dePned as compression abilitf having a behaviour which is attributed to more intelligent agents.
(see, e.g., [9] for a full discussion on this). This idea of recursive populations can be linked to the notiore-of
_ Later, [27] would propose a notion which they referred to as acursive Turing Tesf32, sec. 5.1], where the agents which have suc-
Ouniversal intelligence measureO Nuniversal because of its proposededed at lower levels could be used to be compared at higher levels.
use of a universal distribution for the weighting over environments.However, there are many interpretations of this informal notion of a
The innovation was mainly their use of a reinforcement learning setrecursive Turing Test. The fundamental idea is to eliminate the hu-
ting, which implicitly accounted for the abilities not only of learning man reference from the test using recursion Neither as the subject
and prediction, but also of planning. An interesting point for makingthat has to be imitated or the judge which is used to tell between the
this proposal popular was its conceptual simplicity: intelligence wassubjects.
just seen as average performance in a range of environments, whereBefore giving some (more precise) interpretations of a recursive
the environments were just selected by a universal distribution. version of the Turing Test, we need to start with theese caseas
While innovative, the universal intelligenceeasurg27] showed  follows (we use TM and UTM for Turing Machine and Universal
several shortcomings stopping it from being a viat@let Some of  Turing Machine respectively):
the problems are that it requires a summation over inpPnitely many
environments, it requires a summation over inbPnite time within eactDebnition 1 The imitation game for Turing machirfeis debned as
environment, Kolmogorov complexity is typically not computable, a tuple"D, B,C,| #
disproportionate weight is put on simple environments (e.g., With
2' 7 > 99%of weight put on environments of size less than 8, as also¥ The reference subjegt is randomly taken as a TM using a distri-
pointed out by [21]), itis (static and) not adaptive, it does not account butionD.
for time or agent speed, etc ¥ SubjectB (the evaluee) tries to e[nulaﬂe 3
Hernandez-Orallo and Dowe [17] re-visited this to give an intelli- ¥ The similarity betweeA andB is OjudgedO by a criterion or judge
gencetestthat does not have these abovementioned shortcomings. C through some kind afteractionprotocoll . The test returns this
This was presented as an anytime universal intelligence test. The Similarity.
termuniversalhere was used to designate that the test could be ap-
plied to any kind of subject: machine, human, non-human animal of\n instance of the previous schema requires us to determine the dis-
a community of these. The teramytimewas used to indicate that tribution D and the similarity criteriorC and, most especially, how
the test could evaluate any agent speed, it would adapt to the intell"€ interactiont goes. In the classical Turing Test, we know thais
gence of the examinee, and that it could be interrupted at any time t§'€ human populatior€ is given by a human judge, and the interac-
give an intelligence score estimate. The longer the test runs, the mofi9n is an open teletype conversaffo®f course, other distributions
reliable the estimate (the average reward [16]). for D could lead to other tests, such as, e.g., a canine test, taking
Preliminary tests have since been done [23, 24, 28] for comparin§ @S & dog population, and judges as other dogs which have to tell
human agents with non-human Al agents. These tests seem to suhich is the member of the species or perhaps even how intelligent
ceed in bringing theory to practice quite seamlessly and are usefif IS (for whatever purpose Ne.g., mating or idle curiosity). )
to compare the abilities of systems of the same kind. However, there More interestingly, one possible instance for Turing machines
are some problems when comparing systems of different kind, suchould go as follows. We can just tallm as a universal dlstr_lbutlon
as human and Al algorithms, because the huge difference of botAVer areference UTNU, sop(A) = 2 o (A),_whereKU (A)isthe
(with current state-of-the-art technology) is not clearly appreciatedPreéPx-free Kolmogorov complexity @& relative toU. This means
One explanation for this is that (human) intelligence is the result othat simple reference subjects have higher probability than complex
the adaptation to environments where the probability of other agen@)ubjects. Interaction can go as follows. The OinterviewO consists of
(of lower or similar intelligence) being around is very high. However, questions as random Pnite binary strings using a universal distribu-
the probability of having another agent of even a small degree of infion St, Sz, ... over another reference UTIY,. The test starts by sub-
telligence just by the use of a universal distribution is discouragingly€CtSA andB receiving strings: and giving two sequences andb;
remote. Even in environments where other agents are included oS respective answers. Agdhtwill also receive wha has output

Qurpo_se~[15], _'t is not clear that these agents propgrly represen't a_”QnThe use of Turing machines for the reference subject is relevant and not
OsocialO environment. In [18], the so-called Darwin-Wallace dlStrlbU'just a way to link two things by their name, Turing_ Turing machines are

tion is introduced where environments are generated using a univer-required because we need to debne formal distributions on them, and this

sal distribution for multi-agent environments, and where a number Og cannot be done (at least theoretically) for humans, or animals or OagentsO.
: . 2 This free teletype conversation may be problematic in many ways. Typi-
agents that populate the environment are also generated by a unlVer?:ally, the judgeC wishes to steer the conversation in directions which will

sal distribution. The probability of he}Ving interesting environments  enable her to get (near-ymaximal (expected) information (before the time-
and agents is very low on this brst OgenerationO. However, if an inkmit deadline of the test) about whether or not the evaluee suBjeist

; ; . ; ; i+ Or is not fromD . One tactic for a subject which is not frob (and not a
telligence test is administered to this population and only those with ood imitator either) is to distract the jud@eand steer the conversation in

a certain level are preserved, we may get a second population Whos‘%irections which will give judg& (near-) minimal (expected) information.
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immediately after this. Judg@ is just a very simple function which This instance makes it more explicit that the distributidrover
compares whethexr; andb, are equal. After one interation, the sys- the agents that the evaluee has to imitate or compete with is crucial.
tem issues string,. After several iterations, the score (similarity) In the case of imitation, however, there might be non-intelligent Tur-
given toB is calculated as an aggregation of the tiraeandb have  ing machines which are more difbcult to imitate/identify than many
been equal. intelligent Turing machines, and this difbculty seems to be related
This can be seen as formalisation of the Turing Test where it is @0 the Kolmogorov complexity of the Turing machine. And linking
Turing machine that needs to be imitated, and the criterion for imi-difbculty to Kolmogorov complexity is what the-test does. But bi-
tation is the similarity between the answers givenfogndB to the  ological intelligence is frequently biased to social environments, or
same questions. If subjeBt cannot be told or instructed about the at least to environments where other agents can be around eventu-
goal of the test (imitatind\) then we can use rewards after each step,ally. In fact, societies are usually built on common sense and com-
possibly concealing Os outputs from as well. mon understanding, but in humans this might be an evolutionarily-
This test might seem ridiculous at Prst sight. Some might arguacquired ability to imitate other humans, but not other intelligent
that being able to imitate a randomly-chosen TM is not related tdbeings in general. Some neurobiological structures, suchiasr
intelligence. However, two issues are important here. First, @ent neuronshave been found in primates and other species, which may
does not know whé\ is in advance. Second, agdhtiries to imitate  be responsible of understanding what other people do and will do,
A solely from its behaviour. and for learning new skills by imitation. Nonetheless, we must say
This makes the previous version of the test very similar to the mosthat human unpredictability is frequently impressive, and its relation
abstract setting used for analysing what learning is, how much comto intelligence is far from being understood. Interestingly, some of
plexity it has and whether it can be solved. First, this is tantamount tahe Prst analyses on this issue [34][29] linked the problem with the
GoldOs language identibcation in the limit [11]. If subeés ableto  competitive/adversarial scenario, which is equivalent to the match-
identify A at some point, then it will start to score perfectly from that ing pennies problem, where the intelligence of the peer is the most
moment. While Gold was interested in whether this could be done imelevant feature (if not the only one) for assessing the difbculty of
general and for every possib¥ here we are interested in how well the game, as happens in most games. In fact, matching pennies is
B does this on average for a randomly-choéefiom a distribution.  the purest and simplest game, since it reduces the complexity of the
In fact, many simple TMs can be identibed quite easily, such as thos®environmentO (rules of the game) to a minimum.
simple TMs which output the same string independently of the input.
Second, and following this averaging approach, SolomonoffOs settin
is also very similar to this. Solomonoff proved thatcould get the ‘? RECURSIVE TURING TESTS FOR TURING
best estimations foA if B used a mixture of all consistent models MACHINES
inversely weighted by 2 to the power of their Kolmogorov complex-
ity. While this may give the best theoretical approach for prediction
and perhaps for OimitationO, it does not properly Oideatifid@n-
tibcation can only be properly claimed if we have one single mode
of A which is exactly a®\. This distinction between one vs. multi-
ple models is explicit in the MML principle, which usually considers
Just one smgle_ model, the one with the shorFest tw_o-part MesSa%fepned as a tupleD, C, | " where tests and distributions are ob-
encoding of said model followed by the data given this model. . .
g ; ) . tained as follows:
There is already an intelligence test which corresponds to the pre-
vious instance of debnition 1, tlig-test, mentioned above. TH&- 1. SetDg= D andi = 0.
test measures how well an agddtis able to identify the pattern 5 For each agenB in a sufbciently large set of TMs

behind a series of sequences (each sequence is generated by a differ- Apply a sufbciently large set of instances of debnition 1 with
ent program, i.e., a different Turing machine). Thetest does not parameterdD;, B, C, | .

use a query-answer setting, but the principles are the same. 4. BOs intelligence at degréds averaged from this sample of
We can develop a slight modibcation of dePnition 1 by consider- jmitation tests.

ing that subjecA also tries to imitateB . This might lead to easy 5 gpg for

convergence in many cases (for relatively intelligdnéndB) and g gef = j+1

would not be very useful for compariy andB effectively. Asig- 7 cajculate a new distributioB; where each TM has a probability

niPcant step forward is when we consider that the goah a$ to which is directly related to its intelligence at levief 1.

make outputs that cannot be imitated By While it is clearly dif- g Ggto2

ferent, this is related to some versions of TuringOs imitation game,

where one of the human subjects pretends to be a machine. While g gives a sequence bf;.

there might be some varia.nts here to explore, if we r.estrict the size the previous approach is clearly uncomputable in general, and still
the strings used for questions and answers to 1 (this makes agreeifgractaple even if reasonable samples, heuristics and step limitations
andAdlsagreelng equall)! likely), this is tantamount to the game kKnowny,e sed. A better approach to the problem would be some kind of
as Omatching penniesO (a binary version of rock-paper-scissors Wr}?{@pagation system, such as EloOs rating system of chess [10], which
the Prst player has to match the head or tail of the second player, atjths ajready been suggested in some works and competitions in ar-
the second player has to disagree on the head or tail of the Prst). Igpia| intelligence. A combination of soft universal distribution,
terestingly, this game has also been proposed as an intelligence t€stare simple agents would have slightly higher probability, and a
in the form of Adversarial Sequence 'Prediction [20][22] and is re-gne.ys-one credit propagation system such as EloOs rating (or any
lated to the Oelusive model paradoxO [3, footnote 211][4, p 455][}ther mechanism which returns maximal expected information with

sec. 7.5]. a minimum of pairings), could feasibly aim at having a reasonably

The previous section has shown that introducing agents (in this case,
agentA) in a test setting requires a clear assessment of the distribu-
ion which is used for introducing them. A general expression of how

0 make a Turing Test for Turing machines recursive is as follows:

Debnition 2 The recursive imitation game for Turing machines is
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good estimate of the relative abilities of a big population of Turing fact, a good imitator ispotentially, very intelligent, since it can, in

machines, including some Al algorithms amongst them.

theory (and disregarding efbciency issues), act as any other very in-

What would this rating mean? If we are using the imitation game, aelligent being by just observing its behaviour. Turing advocated for
high rating would show that the agent is able to imitate/identify otherearning machines in section 7 of the very same paper [37] where he
agents of lower rating well and that it is a worse imitator/identiberintroduced the Turing Test. Solomonoff taught us what learning ma-
than other agents with higher rating. However, there is no reason tohines should look like. We are still struggling to make them work in
think that the relations are transitive and anti-ref3exive; e.g., it mighpractice and preparing for assessing them.

even happen that an agent with very low ranking would be able to

imitate an agent with very high ranking better than the other WayA CKNOWLEDGEMENTS

round.
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ple things take almost all the probability Nas per section 2. Using

difpculty as in theC-test, making adaptive tests such as the anytimeREFERENCES

test, setting a minimum complexity value [21] or using hierarchies

of environments [22] where Oan agent®s intelligence is measured B3 G. J. Chaitin, OOn the length of programs for computing Pnite se-

the ordinal of the most difPcult set of environments it can passO are
solutions for this. We have just seen another possible solution whergy,
evaluees (or similar individuals) can take part in the tests.

[3]

5 DISCUSSION a

The Turing test, in some of its formulations, is a game where an agent
tries to imitate another (or its species or population) which might
(or might not) be cheating. If both agents are fair, and we do not
consider any previous information about the agents (or their species
or populations), then we have an imitation test for Turing machines.

If one is cheating, we get closer to the adversarial case we have also
seen. (6]
Instead of including agents arbitrarily or assuming that any agent
has a level of intelligence a priori, a recursive approach is necessary.
This is conceptually possible, as we have seen, although its feasiblé’]

implementation needs to be carefully considered, possibly in terms
of rankings after random 1-vs-1 comparisons.

This view of the (recursive) Turing test in terms of Turing ma- [g]
chines has allowed us to connect the Turing test with fundamental is-
sues in computer science and artibcial intelligence, such as the prod®l
lem of learning (as identiPcation), SolomonoffOs theory of prediction,
the MML principle, game theory, etc. These connections go beyond
to other disciplines such as (neuro-)biology, where the role of imi{10]
tation and adversarial prediction are fundamental, such as predator-
prey games, mirror neurons, common coding theory, etc. In additior{,ll]
this has shown that the line of research with intelligence tests deriquz]
from algorithmic information theory and the recent Darwin-Wallace
distribution are also closely related to this as well. This (again) linkg13]
this line of research to the Turing test, where humans have been re-
placed by Turing machines. (14]

This sets up many avenues for research and discussion. For in-
stance, the idea that the ability of imitating relates to intelligence can
be understood in terms of the universality of a Turing machine, i.el15]
the ability of a Turing machine to emulate another. If a machine can
emulate another, it can acquire all the properties of the latter, includ-
ing intelligence. However, in this paper we have referred to the notion
of Oimitation®, which is different to the concept of Universal TurinfL6]
machine, since a UTM is debPned as a machine such that there is an
input that turns it into any other pre-specibed Turing machine. A ma-l7]
chine which is able to imitate well is a good learner, which can bnall
identify any pattern on the input and use it to imitate the source. In

AISB/IACAP 2012 Symposium: Revisiting Turing and his Test: Comprehensiveness, Qualia, and the Real World

quencesQlournal of the Association for Computing Machinef,
547D569, (1966).

G. J. Chaitin, OGodelOs theorem and informatigefhational Journal

of Theoretical Physic1(12), 9419954, (1982).

D. L. Dowe, OForeword re C. S. Wallac€dmputer Journal51(5),

523 b 560, (September 2008). Christopher Stewart WALLACE (1933-
2004) memorial special issue.

D. L. Dowe, OMinimum Message Length and statistically consistent in-
variant (objective?) Bayesian probabilistic inference - from (medical)
Oevidence(Ebgial Epistemology22(4), 433 B 460, (October - Decem-
ber 2008).

D. L. Dowe, OMML, hybrid Bayesian network graphical models, sta-
tistical consistency, invariance and uniqueness®aimdbook of the
Philosophy of Science - Volume 7: Philosophy of Statiséds, P. S.
Bandyopadhyay and M. R. Forster, pp. 901D982. Elsevier, (2011).

D. L. Dowe and A. R. Hajek, OA non-behavioural, computational exten-
sion to the Turing TestO, limtl. Conf. on Computational Intelligence &
multimedia applications (ICCIMAO98), Gippsland, Austraija 101D
106, (February 1998).

D. L. Dowe and A. R. Hajek, OA computational extension to the Turing
TestOin Proceedings of the 4th Conference of the Australasian Cogni-
tive Science Society, University of Newcastle, NSW, Aust(Sleptem-

ber 1997).

D. L. Dowe and J. Hernandez-Orallo, OIQ tests are not for machines,
yetOlntelligence 40(2), 77981, (2012).

D. L. Dowe, J. Herandez-Orallo, and P. K. Das, OCompression and in-
telligence: social environments and communication@tiecial Gen-

eral Intelligence eds., J. Schmidhuber, K.R. &tisson, and M. Looks,
volume 6830, pp. 204D211. LNAI series, Springer, (2011).

A.E. Elo, The rating of chessplayers, past and presgalume 3, Bats-
ford London, 1978.

E.M. Gold, OLanguage identibcation in the lintitfdrmation and con-
trol, 10(5), 447D474, (1967).

J. Herrandez-Orallo, OBeyond the Turing Tedt@Qogic, Language &
Information 9(4), 447466, (2000).

J. Herrandez-Orallo, OConstructive reinforcement learniimyéina-
tional Journal of Intelligent Systems$5(3), 2419264, (2000).

J. Herrandez-Orallo, OOn the computational measurement of intelli-
gence factorsO, Performance metrics for intelligent systems work-
shop ed., A. Meystel, pp. 1D8. National Institute of Standards and Tech-
nology, Gaithersburg, MD, U.S.A., (2000).

J. Herrandez-Orallo, OA (hopefully) non-biased universal environ-
ment class for measuring intelligence of biological and artibcial
systemsf), irArtibcial General Intelligence, 3rd Intl Confed.,

M. Hutter et al., pp. 182D183. Atlantis Press, Extended report at
http://users.dsic.upv.es/proy/anynt/unbiased.pdf, (2010).

J. Herrandez-Orallo, OOn evaluating agent performance in a bxed pe-
riod of time®, inArtibcial General Intelligence, 3rd Intl Conkd.,

M. Hutter et al., pp. 25D30. Atlantis Press, (2010).

J. Herrandez-Orallo and D. L. Dowe, OMeasuring universal intelli-
gence: Towards an anytime intelligence testfiipcial Intelligence
Journal 174, 150801539, (2010).



(18]

[19]

[20]

[21]
[22]

(23]

[24]

[25]
[26]
[27]

(28]

[29]

[30]

[31]

(32]

(33]

(34]

[35]
[36]
[37]
(38]

[39]
[40]

J. Herrandez-Orallo, D. L. Dowe, S. Espa-Cubillo, M. V. Hermndez-
Lloreda, and J. Insa-Cabrera, ®©On more realistic environment distri-
butions for debning, evaluating and developing intelligenceBrtin
bcial General Intelligenceeds., J. Schmidhuber, K.R. &hsson, and

M. Looks, volume 6830, pp. 82D91. LNAI, Springer, (2011).

J. Herrandez-Orallo and N. Minaya-Collado, OA formal dePnition of in-
telligence based on an intensional variant of Kolmogorov complexityO,
in Proc. Intl Symposium of Engineering of Intelligent Systems (EISO98)
pp. 146D163. ICSC Press, (1998).

B. Hibbard, OAdversarial sequence prediction®rdneeding of the
2008 conference on Artibcial General Intelligence 2008: Proceedings
of the First AGI Conferenceop. 399D403. IOS Press, (2008).

B. Hibbard, OBias and no free lunch in formal measures of intelligence®,
Journal of Artibcial General Intelligencé(1), 54D61, (2009).

B. Hibbard, OMeasuring agent intelligence via hierarchies of environ-
mentsQArtibcial General Intelligence303D308, (2011).

J. Insa-Cabrera, D. L. Dowe, S. Es@aCubillo, M. Victoria
Hernandez-Lloreda, and JedHerrandez-Orallo, OComparing humans
and ai agentsC), &Gl 4th Conference on Artibcial General Intelli-
gence - Lecture Notes in Artibcial Intelligence (LNAIplume 6830,

pp. 122D132. Springer, (2011).

J. Insa-Cabrera, D. L. Dowe, and éoderrandez-Orallo, OEvaluating

a reinforcement learning algorithm with a general intelligence testO, in
CAEPIA - Lecture Notes in Artibcial Intelligence (LNAplume 7023,

pp. 1B11. Springer, (2011).

A. N. Kolmogorov, OThree approaches to the quantitative depnition of
informationOProblems of Information Transmissioh 4D7, (1965).

S. Legg and M. Hutter, OTests of machine intelligencefD, years of
artibcial intelligence pp. 232D242. Springer-Verlag, (2007).

S. Legg and M. Hutter, OUniversal intelligence: A debnition of machine
intelligence@\iinds and Machingsl7(4), 3919444, (November 2007).

S. Legg and J. Veness, OAn Approximation of the Universal Intelli-
gence MeasureQ, oceedings of Solomonoff 85th memorial confer-
ence Springer, (2012).

D. K. Lewis and J. Shelby-Richardson, OScriven on human unpre-
dictability® Philosophical Studies: An International Journal for Phi-
losophy in the Analytic TraditiqrL7(5), 69 B 74, (October 1966).

M. V. Mahoney, OText compression as a test for artibcial intelligence,
in Proceedings of the National Conference on Artibcial Intelligence,
AAAI, pp. 9700970, (1999).

G. Oppy and D. L. Dowe, OThe Turing Test(stanford Encyclope-

dia of Philosophyed., Edward N. Zalta. Stanford University, (2011).
http://plato.stanford.edu/entries/turing-test/.

P. Sanghi and D. L. Dowe, OA computer program capable of passing IQ
testsO, idth Intl. Conf. on Cognitive Science (ICCSO03), Sydiey
570D575, (2003).

A.P. Saygin, I. Cicekli, and V. Akman, OTuring test: 50 years laterQ,
Minds and Machinesl0(4), 463D518, (2000).

M. Scriven, OAn essential unpredictability in human behavio&g;-n
entibc Psychology: Principles and Approacheds., B. B. Wolman and

E. Nagel, 411425, Basic Books (Perseus Books), (1965).

J. R. Searle, OMinds, brains and prograBes@&vioural and Brain Sci-
ences3, 417D457, (1980).

R. J. Solomonoff, OA formal theory of inductive inferentg@rmation

and Contro| 7, 122, 224D254, (1964).

A. M. Turing, OComputing machinery and intelligendif, 59, 433D

460, (1950).

C. S. Wallacestatistical and Inductive Inference by Minimum Message
Length Information Science and Statistics, Springer Verlag, May 2005.
ISBN 0-387-23795X.

C. S. Wallace and D. M. Boulton, OAn information measure for classi-
pcationGZomputer Journal11(2), 1850194, (1968).

C. S. Wallace and D. L. Dowe, OMinimum message length and Kol-
mogorov complexity@omputer Journald2(4), 2700283, (1999).

AISB/IACAP 2012 Symposium: Revisiting Turing and his Test: Comprehensiveness, Qualia, and the Real World



What language for Turing Test in the age ofjualia?

Francesco Bianchint, Domenica Brunf

Abstract. What is the most relevant legacy by Turing forinterpretation of the notion of OimitationO, we raay first

epistemology of Artificial Intelligence (Al) and gaitive

science? Of course, we could see it in the ide®wein his

well-known article of 1950, Computing Machinery and
Intelligence But how could his imitation game, and its follogin
evolution in what we know as Turing Test, still $& relevant?
What we want to argue is that the nature of inotratjame as a
method for evaluating research on intelligent acti§, has not its
core specifically in (natural) language capability a way of
showing the presence of intelligence in a certatityg but in the

interaction between human being and machines.
computer interaction is a particular field in infuation science
for many important practical respects, but intécectbetween

whether the role of language in the test is fundaateor it is
just connected to the spirit of the period in whilring wrote
his paper, that is within the current behavioristrgoligm in
psychology and in the light of the natural languagatrality in
the philosophy of twentieth century. In other termsy did
Turing choose natural language in order to buitgtaeral frame
for evaluating the intelligence of artificial, pmegnmed
artifacts? Is such a way of thinking (and reseaghstill useful?
And, if so, what can we say about it in relatiorthwfurther

Humanesearch in this field?

As we said, the choice of natural language hapthpose to

put the matter in an intuitive manner. We human beings usually

human being and machines is the deepest senseinfDs ideas ascribe intelligence to other human beings throligbuistic

on evaluation of intelligent behavior and entitiegthin and

conversations, mostly carrying out in a questioswar form.

beyond its connection with natural language. And from this poinBesides, Turing himself asserts in 1950 article thath a

of view it could be methodologically and epistengitally

method Chas the advantage of drawing a fairly shiagp

useful for further research in every discipline involving machinebetween the physical and the intellectual capaciiea mankE

and artificial artifacts, especially as concerne trery current
subject of consciousness agaalia. In what follows we will try
to argue such a perspective by showing some fieldvhich

interaction, in connection with different sortslahguage, could
be of interest in the spirit of Turing®s 1950 leriic

1 TURING, LANGUAGE AND INTERACTION

One of the most interesting idea by Turing was aebdan-
language test for proving the intelligence, or theelligent
behavior, of a program. In TuringOs terms, it isnachine
showing an autonomous and self-produced intelligptitavior.
Actually, Turing never spoke about a test, but jabbut an
imitation game, using the concept of imitation a&simatuitive
concept. This is a typical way of thinking as refgaiuring,
though, who had provided a method for catchingrtbgon of
computable function in a mechanical way throughea &f
intuitive concepts about fifteen years before [24kewise the
case of computation theory, the TuringOs aim i0 &8ficle was
to deal with a very notable subject in the easasi most
straightforward manner, and avoiding the involvetevith
more complex and specific theoretical structuresetleon field-
dependent notions.

In the case of imitation game the combination efitbtion of
Oimitation® and of the use of natural languageedi@uring to
express a paradigmatic method for evaluating edlfiproducts,
but gave rise as well to an endless debate all inetast sixty
years about the suitableness of this kind of testiriiczl

intelligence Leaving aside the problem concerning the correc
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[26]. This is the ordinary explanation of Turing@sice. But it
is also true that, in a certain sense, the vesy &nunciation of
the imitation game is in another previous work lyyiilg, where,
ending his exposition on machine intelligence, eaks about a
Clittle experimentE regarding the possibility ottess game
between two human beings (A and C), and betweennsahu
being (A) and a paper machine worked by a humangb¢s).
Turing asserts that if Ctwo rooms are used with esom
arrangement for communicating moves, and a ganmaiged
between C and either A or the paper machine [E] C ffiag it
quite difficult to tell which he is playing. (Thiss a rather
idealized form of an experiment | have actually el)& [25].

Such a brief sketch of the imitation game in 1948y is not
surprising because that paper is a sort of firgtftdof the
Turing®s ideas of 1950 paper, and it is even nwrsiderable
for some remarks, for example, on self-organizirechines or
on the possibility of machine learning. Moreover,is not
surprising that Turing speaks about machines iafpio them
as paper machines, namely just for their logicdistract
structure. It is another main TuringOs theme,rémaémbers the
humancomputorof 1936 paper. What is interesting is the fact
that the first, short outline of imitation gamenst based on
language, but on a subject that is more earlyiceif
intelligence-like, that is, chess game. So, (n#tleamguage is
not necessary for imitation game from the pointvadw of
Turing, and yet the ordinary explanation of Turggoice for
language is still valid within such a framework. dther terms,
Turing was aware not only that there are other dosna which

machine can apply itself autonomously b a trifdet B but

Iso that such domains are as enough good as Ihktogaage
for imitation game. Nevertheless, he choose natargjuage as
paradigmatic.

What conclusions can we draw from such remarksBdbiy
two ones. First, Turing was pretty definitely awdtat the
evaluation of artificial intelligence (Al) productésn a broad

AISB/IACAP 2012 Symposium: Revisiting Turing and his Test: Comprehensiveness, Qualia, and the Real World 34



sense, would be a very difficult subject, maybe there
fundamental as regards the epistemology of Al aoghitive
science, even if, obviously, he didnOt use suchstar 1950.
Secondly, that the choice of language and theabl@nguage in
imitation game are even more subtle than the populéure and
the Al tradition usually assert. As a matter oftfdee did not
speak about natural language in general but of wedign-
answer methodO, a method that invob@smunicationnot just
language processing or producing. So, from thistpofi view it
seems that, for Turing, natural language processimyoducing
are just some peculiar human cognitive abilitiesoagn many

2 LANGUAGE TRANSLATION AS
CULTURAL INTERACTION

A first field in which language and interaction anwolved is
language translation. We know that machine traiosias a very
difficult target of computer science and Al since their osgip
to nowadays. The reason is that translation usecalhcerns two
different natural languages, two tongues, and itasa merely
act of substitution. On the contrary, translatiomolves many
different levels of language: syntactic and sencal@vels, but
also cultural and stylistic levels, that are veoptext-dependent.

other ones, and are not basic for testing intelligence. What i$ is very difficult for a machine to find the ceat word or
basic for such a task is communication or, to use another, moexpression to yield in a specific language whaiaisl in another
inclusive termjnteraction But a specification is needed. We are language. Many different approaches in this figddpecially

not maintaining that the capability of using langeids not a
cognitive feature, but that in TuringOs view irtéoa is the best
way in order to detect intelligence, alahguageinteraction, by
means of question-answer method, is perhaps theimagive
form of interaction for human beings. No interactids
tantamount to no possibility to identify intelliggsy and for such
a purpose one of the two poles of interaction ninesa human
being'.

Furthermore, the Cquestion and answer method seelres
suitable for introducing almost anyone of the feelof human
endeavour that we wish to includeE [26] and, lepside the
above-mentioned point concerning the explicit Tgés request
to penalize in no way machines or human beings tt@ir
unshared features, we could consider it as the raam of
Turing, namely generalizing the intelligence tegti®f course,
such an aim anticipates one of the mainstreamefdtowing

from computational linguistic, are available towv&othe problem

of a good translation. But anyway, it is an operation that still
remains improvable. As a matter of fact, if we d¢des some
machine translation tools like Google Translatdreré are
generally syntactic and semantic problems in eyepduct of
such tools, even if, maybe, the latter are larbantthe former.
So, how can we test intelligence in this field aenming
language? Or, in other terms, what could be a res for
detecting intelligence as regards translation? A tool impremém
could be not satisfying. We could think indeed thaith the
improvement of machine translation tools, we cchdgde better
and better outcomes in this field, but what we wanhot a
collection of excellent texts, from the point ofewi of
translation. What we want is a sort of justificatiof the word
choice in the empirical activity of translationwg could have a
program that is able to justify its choosing of words and

rising Al%, but it has an even wider range. Turing was notexpressions in the act of translation, we couldsixter that the

speaking, indeed, about problem solving, but tryméprmulate
a criterion and a method to show and identify maeltelligent

behavior in different-field interaction with human beings. So,

language communication seems to becobwh a lowest
common denominator for every field in which it i®sgible

problem of a random good choice of a word or oEapression
is evaded.

In a dialogue, a personal tribute to Alan Turingyublas
Hofstadter underlines a similar view. Inspired bg two little
snippets of TuringOs 1950 article [26], Hofstadigilds a

testing intelligenceand, at the same time, a way to cut single (fictitious) conversation between a human being andachine

field or domain for testing intelligence from theimpt of view of
interaction. Now we will consider a few of them, amder to
investigate and discuss whether they could be aelgforqualia
problem.

3 A similar way of thinking seems to be suggested, regards
specifically natural language, by an old mentalegixpent formulated
by Putnam, in which he imagines a human being iegrhy heart a
passage in a language he did not know and theatieget in a sort of
stream of consciousness. If a telepath, knowingt tharticular
language, could perceive the stream of consciossokshe human
being who has memorized the passage, the telepatld think the

in order to show the falsity of simplistic interpations of Turing
Test, that he summarizes in the following wagveh if some Al
program passed the full Turing Test, it might gi#l nothing but
a patchwork of simple-minded tricks, as lacking in
understanding or semantics as is a cash register aor
automobile transmissi@h[10]. In his dialogue, Hofstadter tries
to expand the flavor of the second Turing snippétere Mr
Pickwick is compared to a winterOs day [26]. Thevexsation
by Hofstadter has translation as the main topicpanticular
poetry translation. Hofstadter wants to show hompglex such

a subject is and that it is very difficult that @gram could have
a conversation of that type with a human being,tand pass the
Turing Test. By reversing perspective, we can a®rsi
translation one of the language field in which thve future, it

human being knows that language, even though it is not so. What doesuld be fruitful testing machine intelligence. Bue are not

it lack in the scene described in the mental erpemt? A real
interaction. As a matter of fact, the conclusionPaftnam himself is
that: Cthe understanding, then, does not resitheinords themselves,
nor even in the appropriateness of the whole semueh words and
sentences. It lies, rather, in the fact thauaderstandingspeaker can
do thingswith the words and sentences he utters (or thimkis head)
besidegjust utter them. He can answer questions, for @rE].E
[19]. And it appears to be very close to what Tgrihought more than
twenty years before.

* For example, consider the target to build a Gérerablem Solver
pursued by Newell, Shaw and Simon for long [15, 16]
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merely referring to machine translation. We wanstiggest the
a conversation on a translation subject could larget for a
machine. Translation by itself, indeed, concernsiyneultural
aspects, as we said before, and the understandimf a
justification of what term or expression is suiglmh a specific
context of a specific language could be a veryrasting
challenge for a program, that would imply the knedge of the
cultural context of a specific language by the paog and



therefore the implementation of mechanisms for esgnting
and handling two different language contexts.

In HofstadterOs dialogue, much attention is devtethe
problem from a poetic point of view. We can haviéasour of
the general issues involved by considering an eifram the
dialogue, which is between two entities, a Dull Rigiuman and
an Ace Mechanical Translator:

CDRH: Well, of course, being an advanced Al prograny yo
engaged in a highly optimized heuristic search.

AMT: For want of a better term, | suppose you coultlipu
that way. The constraints | found myself under iy search
were, of course, both semantic and phonetic. Secadint the
problem was to find some phrase whose evoked irjages
sufficiently close to, or at least reminiscent &g imagery
evoked bycroupir dans ton lit Phonetically, the problem was a
little trickier to explain. Since the line just almended with
OsitirO, | needed an OurO sound at the end af Boel&didnOt
want to abandon the idea of hyphenating right at ploint. This
meant that | needed two lines that matched thiplister

Instead of EurEing EE bed

where the first two ellipses stand for consonants (
consonant clusters), and the third one for OinQiroryourO or
something of the sort. Thus, | was seeking gerufikis
Olurking®, Oworking®,  OhurtingO,
Osquirming®, Obursting®, and so on N actuallyther rach
space of phonetic possibilities.

DRH: Surely you must have, within your vast data bases
thorough and accurate hyphenation routine, and o nust
have known that the hyphenations you propose N-KhgO,
Osquir-mingO, Obur-stingO, and so forth N aleegHhIE

AMT: | wish you would not refer to my knowledge as @yo
vast data basesO. | mean, why should that quéddafashioned
term apply tomeany more than tgou? But leaving that quibble
aside, yes, of course, | knew that, strictly spegkisuch
hyphenations violate the official syllable bounearin the eyes
of rigid language mavens like that old fogey Wittigafire. But
| said to myself, OHey, if youOre going to be ssysas to
hyphenate a word across a line-break, then whygootvhole
hog and hyphenate in a sassy spsidethe word?OE [10].

Poetry involves metrical structures, rhymes, assces
alliterations and many other figures of speech .[B]t, they
constitute some constraints that are easily meezhblg, by
means of the appropriate set of data bases. In daotachine
could be faster than a human being in finding, égample,
every word rhyming with a given one. So the probismot if
we have to consider poetry or prose translatiord #meir

problem and find a better field of investigation dansidering
translation as a sort @fualia communication. In other terms, a
good terminological choice and a good justificatminsuch a
choice could be a suitable method for testing ligeshce, even
in its capability to express and understgndlia. And this could
be a consequence of the fact that, generally speaking, tramslat
is a sort of communication, a communication of eatg from a
particular language to another particular language;in the end

a context interaction.

3 INTERACTION BETWEEN MODEL AND
REALITY

Another field in which the notion of interactionudd be relevant
from the point of view of the Turing Test is that ofestific
discovery. In the long development of machine lesyrsome
researchers implemented programs that are ableary out
generalizations from data structures within a descientific
domain, namely scientific laws Even thought they are very
specific laws, they are (scientific) laws in allspects. Such
programs were based on logic method and, indeey, ¢buld
only arrive to a generalization from data strucsuaad they were
not able to obtain their outcomes from experimentaiditions.
More recently, other artificial artifacts have bewiilt in order to
fill such a gap. For example, ADAM [8] is a robabgrammed

Oflirting®, n@Burbifor carrying out outcomes in genetics with the fubty of

autonomously managing real experiments. It hasg&-leased
knowledge base that is a model of metabolism, bist &ble as
well to plan and run experiments to confirm or disirm some
hypotheses within a research task. In particutacpuld set up
experimental conditions and situations with a highel of
resource optimization for investigating gene exgices and
associating one or more genes to one protein. Thmme is a
(very specific but real) scientific law, or a sétlem. We could
say that ADAM is a theoretical and practical maehirit
formulates a number of hypotheses of gene expressing its
knowledge bases, that includes all that we alreadyvkaimout
gene expression from a biological point of view.dties the
experiments to confirm or disconfirm every hypoteeand then
it carries out a statistical analysis for evalugtine results. So, is
ADAM a perfect scientist, an autonomous intelligartifacts in
the domain of science?

differences, but that of catching the cultural and personal flavor

of the textOs author, within a figure of speectersehor not.
Poetry just has some further, but mechanizablestcaints. So,
what remains outside such constraints? Is it thditional idea
of an intentionality of terms? We do not think thhings are
those. The notion of intentionality seems alwaysniolve a
first-person, subjective point of view that is utetgable in a
machine, as a long debate of last thirty years seéerahow. But
if we consider the natural development of interdidy problem,

that ofqualia, (as subjective conscious experiences that we are

able to express with words), maybe we could haveeter
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Figure 1. Diagram of the hypotheses generationBexperimenteyide
for the production of new scientific knowledge,which ADAM is
based (from [21]).

5 For example GOLEM. For some outcomes of it, sed;[1aFr a
discussion see [5].



Of course, it is true that its outcomes are originasome
cases; and it is also true that its creators,riggrammers do not
see in it a substitute for scientists, but only assistant for
human scientists, even though a very efficient abégast at the
current phase of research, likewise it happenshardields like
chess playing and music. What does lack ADAM toobee a
scientist in? We could say that it lacks in the gilmitty of
controlling or verifying its outcomes from diffefepoints of
view, for example from an interdisciplinary persipee. But it
seems a mere practical limit, surmountable with oa of
additional scientific knowledge of different domsirgiven that
it has the concrete possibility to do experimeNest, as regards
such a specific aspect, what is the reach of ADAMrther
programs devoted to scientific discovery, like E\dpecialized
in pharmaceutical field B in conducting experimer@®s, that is
the same thing, how far could it get in formulatimgotheses?
It all seems to depend on its capacity of intecactvith the real
world. And so we could say that in order to anstherquestion
if ADAM or other similar artificial artifacts arentelligent, we

character, can be studied in a scientific way. Adicg to the
philosophical tradition, human beings are ratiomalimals.
However, the same rationality guides us in mangueitstances,
sometimes creates difficult puzzles. Feelings amdt®ns, like
love, fortunately are able to offer an efficieréisen for action.

Even if what OloveO is defies definition, it remaincrucial
experience in the ordinary life of human beinggaditicipates in
the construction of human nature and in the coostnu of an
individualOs identity. This is shown by the uniakig of the
feeling of love across cultures. It is rather coogikd to offer a
precise definition of OloveO, because its featimekide
emotional states, such as tenderness, commitmerssign,
desire, jealousy, and sexuality. Love modifies pe®p way of
thinking and acting, and it is characterized bym@es of physical
symptoms. In fact, love has often been considesed gpe of
mental illness. How many kinds of love are thera?what
relation are they?

Over the past decades many classifications of faxe been
proposed. Social psychologists such as BerscheidVéadter

have to consider not only the originality of their outcomes, bufl], for example, in their cognitive theory of enuut, propose

also their creativity in the hypothesis formulatidask that is
strictly dependent on its practical interactionhattte real world.
Is this a violation of what Turing said we have tmtonsider in
order to establish if a machine is intelligent, edmits

OphysicalO difference from human beings? We thihk e

think that interaction between a model of realitg aeality itself
from a scientific point of view is the most impartaaspect in
scientific discovery and it could be in the futunee of the way
in which evaluate the results of artificial artifcand their
intelligence. As a matter of fact, science andrgifie discovery

take place in a domain in which knowledge and nthare
widely structured and the invention of new hypo#sesnd
theories could reveal itself as a task of combamatf previous
knowledge, even expressed in some symbolic languagee

than a creation from nothing. And the capabilityofmerate such
a combination could be the subjective perspectthe, first

person point of view of future machines.

4 EMOTION INTERACTING: THE CASE OF
LOVE

Another field in which the notion of interactionudd be relevant
from the point of view of Turing Test are emotiottgir role in

the interaction with the environment and the largguis transmit
the emotions. Emotions are cognitive phenomenais Ihot

possible to characterize them as irrational digjpos, but they
provide with all the necessary information aboue tivord

around us. The emotions are a way to relate thieamaent and
other individuals. Emotions are probably a necgssandition

for our mental life [2, 6]. They show us our radidapendence
on the natural and social environment.

One of the most significant cognitive emotionsagd. Since
antiquity, philosophers have considered love asieia issue in
their studies. Modern day psychologists have dsedisits
dynamics and dysfunctions. However, it has rarelerb
investigated as a genuine human cognitive phenomenoits

two stages of love. The former has to do with aestaf
physiological arousal and it is caused by the presence of positive
emotions, like sexual arousal, satisfaction, aratifggation, or

by negative emotions, such as fear, frustratiomeing rejected.
The second stage of love is called OtaggingO thiee person
defines this particular physiological arousal a®massionO or
OloveO. A different approach is taken by Lee [a@]Hendrick

[7, 9]. Their interest is to identify the many wawe have for
classifying or declining love. They focus theireation on love
styles, identifying six of themEros, Ludus, Mania, Pragma
Storgeand Agape Eros (passionate love) is the passionate love
which gives central importance to the sexual angsichl
appearance of the partnémidus (game-playing love) is a type
of love exercised as a game that does not leadtabde, lasting
relationship; Mania (possessive, dependent love) is a very
emotional type of love which is identified with tktereotype of
romantic love; Pragma (logical love) concerns the fact that
lovers have a concrete and pragmatic sense ofetagonship,
using romance to satisfy their particular needs diothting the
terms of themStorge(friendship-based love) is a style in which
the feeling of love toward each other grows veopy. Finally,

it is possible to speak oAgape (all-giving selfless love)
characterized by a selfless, spiritual and genertme,
something rarely experienced in the lifetime of iudlials.
Robert Sternberg [20] offers a graphical represemtadf love
called the Otriangle theoryO. The name stems Ferfatt that
the identified components are the vertices ofantyie. The work

of the Yale psychologist deviates from previous taxonomies, or
in other words, from the previous attempts madeoffer a
catalogue of types of existing love. The psychalabelements
identified by Sternberg to decline feelings of loaee three:
intimacy, passion, decision/commitment. The différforms of
love that you may encounter in everyday life wodgult from a
combination of each of these elements or the lackhem.
Again, in the study and analysis of the feeling lofe we
encounter a list of types of love: non-love, affect infatuation,
empty love, romantic love, friendship, love, fatadove, love

most common sense, love has been considered irrypoet|jyed.

philosophy, and literature, as being something ens&l, but at
the same time, as a radically subjective feelirftgs Bmbiguity
is the reason why love is such a complicated subjeatter.
Now, we want to argue that love, by means of itsonal

Philosophers, fleeing from any kind of taxonomyprach
the feeling of love cautiously, surveying it andri@ps even
fearing it. Love seems to have something in commith the
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deepest of mysteries, i.e. the end of life. It fead to question,
as death does, the reality around us as well aelves, in the
hope that something precious and important not padsy. But
love is also the guardian of an evil secret thaeiealed, which
consists in the nonexistence of the love objectthat it is

nothing but a projection of our own desires. Loggdccording
to Arthur Schopenhauer, a sequence of actions noeefb by

those who know perfectly that there is a betragahat it does
nothing else but carry out the painful event whiéh consists
in. Thus, love, too, has its Maya veil, and onaa own, what

remains? What remains is the imperative of the alexu

reproduction of the species instinct.

Human nature has for Harry G. Frankfurt [4] twodamental
characteristics: rationality and the capacity teeloReason and
love are the regulatory authorities that guide ¢heices to be

would have been subject to sexual selection [13joéd part of
courtship has a verbal nature. Promises, confessistories,
statements, requests for appointments are all ibtigu
phenomena. In order to woo, find the right wordsd tthe right
tone of voice and the appropriate arguments, yea te employ
language.

Even the young mathematician Alan Turing utilizeke t
courtship form to create his imitation game witke thim of
finding an answer to a simple B but only in appesab
question (Ocan machines think?0). Turing formulated
proposed a way to establish it by means of a game that has three
protagonists as subject: a man, a woman and amdgggor. The
man and woman are together in one room, in angilaee is the
interrogator and communication is allowed throulgé tise of a
typewriter. The ultimate goal of the interrogaterté identify if

made, providing the motivation to do what we do andon the other side there is a man or a woman. Tieeeisting part

constraining it by creating a space which circuibss or

outlines the area in which we can act. On one hdwedability to

reflect and think about ourselves leads to a dopawalysis. The
ability to reflect, indeed, offers the tools to exle our desires,
but at the same time, is often an impediment to #aisfaction,

leading to an inner split. On the other, the apilit love unites
all our fragments, structuring and directing theowdrds a
definite end. Love, therefore, seems to be involveidtegration

processes of personal identity.

In The Origin of specief3] Charles Darwin assigned great

importance to sexual selection, arguing that lagguan its
gradual development, was the subject of sexualctsete
recognizing in it features of an adaptation that eoeld call

concerns what would happen if in the manOs placenputer
was put that could simulate the communicative c#iiab of a
human being. As we mentioned before, the thing fhaing
emphasizes in this context is that the only poihtcontact
between human being and machine communication is language.
If your computer is capable of expressing a widegea of
linguistic behavior appropriate to the specificcaimstances it
can be considered intelligent. Among the behavitwrsbe
exhibited, Turing insert kindness, the use of appabe words,
and autobiographical information. The importance of
transferring to whoever stands in front of us aigtgkaphical
information, coating therefore the conversationhvat personal
and private patina, the expression of shared isitgr¢he use of

unusual (such as intelligence or morality). The dispute that hdgndness and humor, are all ingredients typicatlynfd in the

followed concerning language and its origins hasitégl the

minds of many scholars and fueled the debate alwbether

language is innate or is, on the contrary, a prodfi¢earning.

Noam Chomsky has vigorously fought this battle agfaithe

tenets of social science supporting that languageends on an
innate genetic ability.

courtship rituals of human beings. It is signifitémat a way in
which demonstrating the presence of a real humarglgassed
through a linguistic courtship, a mode of expresslmat reveals
the complex nature of language and the presendenwiit of

cognitive abilities. Turing asks: OCan machinesk®@y and we
might answer: OMaybe, if they could get a date Gatarday

Verbal language is a communication system far moreveningO.

complex than other modes of communication. Theees&ong
referential concepts expressed through languageathacapable
of building worlds. Similar findings have been thmain causes

To conclude, in the case of a very particular phagrmon
such as love, one of the most intangible emotidnsng shoves
us to consider the role of language as fundameBtdllove is a

of the perception of language within the community of scholarsyery concrete emotion as well, because of its fpstson

as something mysterious, something that appearédestly in
the course of our history. For a long time argursemincerning
the evolution of language were banned and thethiaa similar

perspective. Nevertheless, in order to communidatdso we
human beings are compelled to express it by words in the best
way we can, and at the same time we have just &gegdor

phenomenon could be investigated and argued according to thederstanding love emotion in other entities (of course, human
processes that drive the evolution of the natural world werbeings), together with every real possibility ofkimg mistake

considered to be of no help in understanding thmeptex nature
of language. Chomsky was one of the main protagowoithis
theoretical trend. According to Chomsky, the compiature of
language is that it can be understood only thraudgbrmal and
abstract approach such as the paradigm of genergtammar.
This theoretical position puts out the possibitifya piecemeal
approach to the study of language and the abitityudge the
theory of evolution to get close to understandihgSteven
Pinker and Paul Bloom, two well-known pupils of Chémsin

an article entitled ONatural Language and Natuedc8onO,
renewed the debate on the origin of language ngtatiat it is
precisely the theory of evolution that presents #ey to

explaining the complexity of language. A fascingthypothesis

and deceiving ourselves. And so, if we admit treditye of this
emotion also from a high level cognitive point déw, that
involves intelligence and rationality, we have teansequences.
The first one is that just interaction reveals lothe second one
is that just natural language interaction, madallothe complex
concepts that create a bridge between our feelingsthe ones
of another human being, reveals thalia of the entity involved
in a love exchange. Probably that is why Turing eeas through
that subject in his imitation game. And probablye th
understanding of this kind of interaction could Ipethe future, a
real challenge for artificial artifacts provided tivi @ualia
detecting sensorQ, that cannot be so much diffemtqualia
itself.

on language as a biological adaptation is that which considers it

an important feature in courtship. Precisely fois theason it
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5 A TURING TEST FOR HUMAN (BEING)
BRAIN

A last way in which we could see interaction (carted to
language) as relevant for testing intelligence achines needs
two perspective reversals. The first one concehes use of
Turing-Test-like methods to establish the presesfo@ certain
level of) consciousness in unresponsive brain danmagients.
As a matter of fact, such patients are not ableige natural
language for communicating as human beings uswhlySo
researchers try to find signs of communications #ine different
from languages, like blinks of an eyelid, eye-tiagk simple
command following, response to pain, and they trtha same
time to understand if they are intentional or awten[22]. In
such cases, neurologists are looking for signsntelligence,
namely of the capability of using intentionally cognitive facsltie
through a behavioral method that overturns theadrieuring. In
the case of machines and Turing Test, natural ggdaculty is
the evidence of the presence of intelligence inhimess; in the
case of unresponsive brain damage patients, siergssume
that patients were able to communicate throughrablanguage
before damage, and so that they were and areigetetlbecause
intelligence is a human trait. Thus, they look iadily signs to
establish a communication that is forbidden througgual
means.

This is even more relevant if we consider vegetattate
patient, that are not able to perform any body muesm. In the
last years, some researchers supposed that it ssibp® to
establish a communication with vegetative stateieptt, a
communication that would show also a certain lewél
consciousness, by means of typical neuroimagingnigaes,
like fMRI and PET [17]. In short, through such experiments
they observed that some vegetative state patienéhle to carry
out any body response, had a brain activation sienylar to that
of healthy human beings when they were requestédawmiditory
instructions to imagine themselves walking throogeOs house
or playing tennis. Even though the interpretatioh soich
outcomes is controversial, because of problems rdeyn

neuroimaging methodology and the nature itself of consciou

activity, if we accept them, they would prove perhathe
presence of a certain level of consciousness is kind of
patients, namely the presence of consciousness entan
activities. They would prove, thus, the presencentntionality
in the patient response, and not only of cognipivecesses or
activities, that could be just cognitive OislandOmental
functioning [11].

Such experimental outcomes could be very usefubddding
new techniques and tools of brain-computer intévactfor

people who are no longer able to communicate by natur

language and bodily movements, even though therenamy
problems that have still to be solved from a th&caé and
epistemological point of view as regards the methtagly and
the interpretations of such results [23]. Is it @alr
communication? Are those responses a sign of aessérCould
those responses be real answers to external réquest

Yet, what is important for our argumentation is gussibility

of back-transferring these outcomes to machines, and this is tl

second reversal we mentioned before. As a mattéaodf these
experiments are based on the assumption that atearhbeings

SFora general presentation and discussion se¢lals@3].
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are machines and that communication is interacbetween
mechanical parts, also in the case of subjectinpmenal
experiences, that are evoked by means of langiageyithout
external signs. So, the challenging question ist possible to
find a parallel in machines? Is it possible to reate in artificial
artifacts this kind of communication that is nohaeioral, but is
still mechanical and detectable inside machinesiridal or
concrete mechanisms B and is simultaneously a eifgn
consciousness and awareness in the sengeatis? Is this sort
of (non-natural-language) communication, if any,way in
which we could findqualia in programs or robots? Is it the sort
of interaction that could lead us to the feelingrafchines?
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Could There be a Turing Test for Qualia?

Paul Schweizet

Abstract. The paperexamines the possibility of a Turing test
designed to answer the question of whether a conipoht
artefact is a genuine subject of conscious experidhn given
the severe epistemological difficulties surroundimg tother
minds problem' in philosophy, we nonetheless geneballieve
that other human beings are conscious. Hence Turiegis to
defend his original test (2T) in terms of operatioradity with
the evidence at our disposal in the case of attriguti
understanding and consciousness to other humans.wirajlo
this same line of reasoning, | argue that the comatiersbased
2T is far too weak, and we must scale up to theifiguistic and
robofc standards of the Total Turing Test (3T).

Within this framework, | deploy Block's distinction
between Phenomenal-consciousness and Access-aosisess
to argue that passing the 3T could at most providafficient
condition for concluding that the robot enjoys thieelabut not
the former. However, | then propose a variation on tfig 3
adopting Dennett's method of ‘heterophenomenolody’,
rigorously probe the robot's purported ‘inner' qualieati

Traditionally there are two basic features that ard hel
to be essential to minds and which decisively niggtish mental
from non-mental systems. One is representational conten
mental states can l@outexternal objects and states of affairs.
The other is conscious experience: roughly and asrsa fi
approximation, there isomething it is likao be a mind, to be a
particular mental subject. As a case in point, thererigeshing it
is like for me to be consciously aware of typingsttéxt into my
desk top computer. Additionally, various states of mipd are
corcurrently directed towards a number of different external
objects and states of affairs, such as the lettetsapear on my
monitor. In stark contrast, the table supporting my digk
computer is not a mental system: there are no statibe ahble
that are properly about anything, and there is nottirsglike to
be the table.

Just as it seems doubtful that the term ‘mind’ should
be applied to a system with no representational sstat too,
many would claim that a system entirely devoid ohsmous
experience cannot be a mind. Hence if the proje&tafng Al

experiences. If the robot could pass such a prolonged ans to be successful at its ultimate goal of prodg@rsystem that

intensive Qualia 3T (Q3T), then the purely behavioavidence

truly counts as an artificially engendered locus ohtality, then

would seem to attain genuine parity with the human caset would seem necessary that this computationafeattée fully

Although success at the Q3T would not supply dii@iproof
that the robot was genuinela subject of Phenomenal
consciousness, given that the external evidence d& n
equivalent with the human case, apparently the grdynds for
denying qualia would be appeal to difference infernal
structure, either  physical-physiological or
computational. In turn, both of these avenues areflyorie
examined.

1 INTRODUCTION

According to the widely embraced ‘computational paradigm’,
which underpins cognitive science, Strong Al and variallied
positions in the philosophy of mind, computatiofi goe sort or
another) is held to provide the scientific key to eiphg
mentality in general and, ultimately, to reproducingrtificially.
The paradigm maintains that cognitive processes aengally
computational processes, and hence that intelligencéhe
natural world arises when a material system implemémgs
appropriate kind of computational formalism. So thieadly
Computational Theory of Mind (CTM) holds that the ménta
states, properties and contents sustained by huniagsbare
fundamentally computational in nature, and that astaon, at
least in principle, opens the possibility of creatiagificial
minds with comparable states, properties and contents.

1 Institute for Language, Cognition and ComputatiSohool of
Informatics Univ. of Edinburgh EH8 9AD, UK. Email:
UG YB( ) *H)" -

AISB/IACAP 2012 Symposium: Revisiting Turing and his Test: Comprehensiveness, Qualia, and the Real World

functional-

conscious in a manner comparable to human beings.

2 CONSCIOUSNESS AND THE ORIGINAL
TURING TEST

In 1950 Turing [1] famously proposed an answer to thestijon
‘Can (or could) a machine think?” by replacing it with the more
precise and empirically tractable question ‘Can (or could) a
machine pass a certain type of test?’, which mode of assessment
has since become universally referred to as the "Ttesty(2T).
In brief, (the standardized version of) Turing’s test is an
‘imitation game’ involving three players: a computational
artifact and two humans. One of the humans is the ‘judge’ and
can pose questions to the remaining two players, whergoal
of the game is for the questioner to determine whbicthe two
respondents is the computer. If, after a set amouritnef, the
questioner guesses correctly, then the machine lbgegame,
and if the questioner is wrong then the machine winsing
claimed, as a basic theoretical point, that any imacthat could
win the game a suitable number of times has passetést and
should be judged to be intelligent, in the sens¢ its behavioral
performance has been demonstrated to be indistinduésfram
that of a human being.

In his prescient and ground breaking article, Turing
explicitly considers the application of his testthe question of
machine consciousneskhis is in section (4) of the paper, where
he considers the anticipated 'Argument from Consci@ssne
objection to the validity of his proposed standand&oswering
the question 'Can a machine think?'. The objecBdhat, as per
the above, consciousness is a necessary preconfditigenuine
thinking and mentality, and that a machine mighol fats
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interlocutor and pass the purely behavioural 2T, andereain (3) therefore, the computer doesn’t have a mind, even
completely devoid of internal conscious experiencendé though it passes the 2T.
merely passing the 2T does not provide a sufficientliton for ~ This could be the objective state of affairs that gesly obtains
concluding that the system in question possesses thin the world, and this is completely independentwbkther we
characteristics required for intelligence amoina fidethinking.  canknow with certainty, that premises (1) and (2) are actually
Hence the 2T is inherently defective. true. Although epistemological and factive issuesiatienately
Turing's defensive strategy is to invoke the wellno  related and together inform our general practices ants gda
and severe epistemological difficulties surrounding thegy  inquiry, nonetheless we could still be correct in osgeation,
same question regarding our fellow human beings. iBhthe  without being able t@roveit’s correctness. So if one thought
notorious ‘other minds problemin philosophy — how do you that consciousness was essential to genuine ntgnthién one
know that other people actually have a consciousritife like could seemingly deny that any purely behaviouristandard
your own? Perhaps everyone else is a zombie and you’re the was sufficient to test for whether a system had or wasd.
only conscious being in the universe. As Turing humskp In the case of other human beings, we certainly take
notes, this type of 'solipsistic' view (although mamazurately behaviour agvidencethat they are conscious, but the evidence
characterized as a form of other minds skepticismerathan  could in principle overwhelmingly supportfalse conclusion, in
full blown solipsism), while logically impeccablengs to make both directions. For example, someone could be in satasa
communication difficult, and rather than continuallyguing  state where they could show no evidence of beingciouns
over the point, it is usual to simply adopt the potitmvention  because they could make no bodily responses. Buseif this
that everyone is conscious. wouldn’t make them unconscious. They could still be cognizant
Turing notes that on its most extreme construal, thef what was going on and perhaps be able to report,
only way that one could be sure that a machine atheanbuman  retrospectively, on past events once out of their cofral
being is conscious and hence genuinely thinkingpibe the  again, maybesomepeople really are zombies, or sleepwalkers,
machine or the human areel oneselthinking. In other words, and exhibit all the appropriate external signs of cumsness
one would have to gain first person acceswhat it's liketo be  even though they’re really asleep or under some voodoo spell -
the agent in question. And since this is not anigoagb option,  it’s certainly a conceivable state of affairs which cannot simply
we can’t know with certainty whether any other system is be ruled out priori.
conscious- all we have to go on is behaviour. Hence Turing Historically, there has been disagreement regarding the
attempts to justify his behavioural test that a maeldan think, proper interpretation of Turing's position regarding ititended
andipso factg has conscious experience, by claiming parity withimport of his test. Some have claimed that the 2drigposed as
the evidence at our disposal in the case of otherahamHe an operationaldefinition of intelligence, thinking, etc., (e.g.
therefore presents his anticipated objector with tHioviing Block [2], French [3]), and as such it has immediate and
dichotomy: either be guilty of an inconsistency logepting the  fundamental faults. However, in the current discusdionill
behavioural standard in the case of humans but mypeters, or  adopt a weaker reading and interpret the test as pingdo
maintain consistency by rejecting ittith cases and embracing furnish an empirically specifiable criterion for wheteitigence
solipsism. He concludes that most consistent prepiznof the can be legitimatelyascribedto an artefact. On this reading, the
argument from consciousness would chose to abandein th main role of behavior is inductive or evidential rattikan
objection and accept his test rather than be forceao the  constitutive, and so behavioral tests for mentald@yndt provide
solipsistic position. a necessary condition nor a reductive definitionmést, all that
However, it is worth applying some critical scrutioy t is warranted is @ositiveascription of intelligence or mentality,
Turing's reasoning at this early juncture. Basicdllyseems to if the test is adequat@nd the system passes. In the case of
be running epistemologicalissues together wittsemantical Turing's 1950 proposal, the adequacy of the testefended
and/orfactive questions which shouldropety be kept separate. almost entirely in terms of parity of input/output merhance
It’s one thing to ask what we meanby saying that a system has a with human beings, and hence alleges to employ #mes
mind — i.e. what essential traits and properties\aeeascribing  operational standards that we tacitly adopt when lzegri
to it with the use of the term; while it’s quite another thing to ask conscious thought processes to our fellow creatures.
how we canknow that a given system actually satisfies this Thus the issue would appear to hinge upon the degree
meaning and hence really does have a mind. Turing’s of evidence a successful 2T performance provides farséive
behaviouristic methodology has a strong tendencyottagse  conclusion in the case of a computational artefad, for the
these two themes, but it is important to note thay taee  negation of (2) above), and how this compares to ttzé body
conceptually distinct. In the argument from consciessn the of evidence that we have in support of our beliefhia truth of
point is that wemean something substantive, something more (1). We will only be guilty of an inconsistency or doying a
than just verbal stimulus-response patterns, when wibuae  double standard if the two are on a par and we nelesth
mentality to a system. In this case the claim i$ Weamean that dogmatically still insist on the truth of both (I)ca(2). But if i
the system in question has conscious experience, thisd turns out to be the case that our evidence for (1gisf&antly
property is required for any agent to be accurately destrvith  better than for the negation of (2), then we are notefbiiato
the term ‘mind’. Turing’s dichotomy. And in terms of the original 2T, I think
So one could potentially hold that consciousness ithere is clearly very little parity with the human eag/e rely on
essential to mentality (because that’s part of the core meaning of ~ far more than simplyerbal behaviour in arriving at the polite

the term) and that: convention that other human beings are conscious.diti@uto
(1) other human beings are in fact conscious conversational data, we lean very heavily on theiilpadtions
(2) the computer is in fact unconscious involving perception of the spatial environment, gation,
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physical interaction, verbal and other modes of regpdos
communally accessible non-verbal stimuli in the sthateysical
surroundings, etc. So the purely conversational stanadrtise
2T are not nearly enough to support a claim of operatiparity
with humans. In light of the foregoing observationspider to
move towards evidential equivalence in terms of olz®ey
behaviour, it is necessary to break out of the clagedactic
bubble of the 2T and scale up to a full linguisticd robotic
version of the test. But before exploring this vasthengthened
variation as a potential test for the presence of @ous
experience in computational artefacts, in the nestice | will
briefly examine the notion of consciousness itstfce we first
need to attain some clarification regarding the phemam in
question, before we go looking for it in robots.

3 TWO TYPES OF CONSCIOUSNESS

Even in the familiar human case, consciousnesa@a@iously
elusive phenomenon, and is quite difficult to chemaze
rigorously. In addition, the worttonsciousness’ is not used in a

biological nature of experience is crucial then we egmect that
P and A will diverge.

A crude difference between the two in terms of overall
characterization is that P-consciousness contentuaitative
while A-consciousness content is representationatodscious
states are necessarily transitive or intentionallyctie, they are
always states of consciousnegsHowever. P-conscious states
don’t have to be transitive. On Block's account, the paradigm P-
conscious states are the qualia associated witlatsems, while
the paradigm A-conscious states are propositiorialides. He
maintains that the A-type is nonetheless a gentime of
consciousness, and tends to be what people in tosgni
neuroscience have in mind, while philosophers aretivadily
more concerned with qualia and P-consciousness, the ihard
problem and the explanatory gap. In turn, this diffeeetin
meaning can lead to mutual misunderstanding. In dhlewing
discussion | will examine the consequences of tretindtion
between these two types of consciousness on thequtsspf a
Turing test for consciousness in artefacts.

uniform and univocal manner, but rather appears to havgr THE TOTAL TURING TEST

different meanings in different contexts of use andsxcdiverse
academic communities. Block [4] provides a potelgtial
illuminating philosophical analysis of the distimet and
possible relationship between two common uses ofwtbel
Block contends that consciousness is a ‘mongrel’ term connoting
a number of different concepts and denoting a nundfer
different phenomena. He attempts to clarify the isfye
distinguishing two basic and distinct forms of caagsness that
are often conflated®henomenabr P-consciousness adacess
or A-consciousness. Very roughly, “Phenomenal consciousness
is experience: what makes a state phenomenally @urssis that
there is ‘something it’s like’ to be in that state”. Somewhat more
controversially, Block holds that P-conscious propsri#es such,
are “distinct from any cognitive, intentional or functional
property.” The notoriously difficult explanatory gap problem in
philosophical theorizing concerns P-consciousressy. how is
it possible that appeal to a physical brain processdcexplain
what it is like to see something as red?

So we must take care to distinguish this type oélyu
qualitative, Phenomenal consciousness, from
consciousness, the latter of which Block sees aimfarmation

processingcorrelate of P-consciousness. A-consciousness statéise real world that its words are supposed to be about.

and structures are those which are directly availaiedntrol
of speech, reasoning and action. Hence Block's renditf A-
consciousness is similar to Baars' [5] notion thabscmus

In order to attain operational parity with the eviderateour
command in the case of human beings, a Turing testvien
basic linguistic understanding and intelligence, l&bne
conscious experience, must go far beyond Turing'sinatig
proposal. The conversational 2T relies solely on verbal
input/output patterns, and these alone are not iffi¢cdo evince

a correctinterpretation of the manipulated strings. Language is
primarily aboutextra-linguisticentities and states of affairs, and
there is nothing in a cunningly designed program foe pyntax
manipulation which allows it to break free of thissgd loop of
symbols and demonstrate a proper correlation betweeth aval
object. When it comes to judging human languagesuge
normal contexts, we rely on a far richer domain of avige
Even when the primary focus of investigation is lsege
proficiency and comprehension, shderguistic input/output
data is not enough. Turing's original test is notuffigent
condition for concluding that the computer genuinely
understands or refers to anything with the strings ofteys it

Accesproduces, because the computer doesn’t have the right sort of

relations and interactions with the objects and stafeffairsin

To
illustrate the point; if the computer has no eyeshaods, no
mouth, and has never seen or eaten anything, thenribt
talking about hamburgers when its program generatestting

representationsare those that are broadcast in a globabf English symbols ‘h-a-m-b-u-r-g-e-rs’ — it’s merely operating

workspace. The functional/computational approach shdteht
the level of analysis relevant for understanding tlirednis one
that allows for multiple realization, so that in pijrle the same
mental states and phenomena can occur in vastlyefitféypes
of physical systems which
functonal or computational structure. As a consequence,
staunch adherent of the functional-computationalreggh is

committed to the view that the sarensciousstates must be
preserved across widely diverse type of
implementation. In contrast, more ‘biological’ approach holds
that details of the particular physical/physiologicaalization
matter in the case of conscious states. Block sasiftP = A,
then the information processing side is right, whilethe
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inside a closed loop of syntax.

In sharp contraspur talk of hamburgers is intimately
connected tononverbal transactions with the objects of
reference. There are ‘language entry rules’ taking us from

implement the same alistramonverbal stimuli to appropriate linguistic behaviouvghen

given the visual stimulus of being presented withizza, a taco
and a kebab, we can produce the salient utterances&Th
particular foodstuffs are not hamburgers". And there are

physical'language exit rules’ taking us from linguistic expressions to

appropriate nonverbal actions. For example, we can follow
complex verbal instructions and produce the indicateiderns
of behaviour, such as finding the nearest Burger Kinghen
basis of a description of its location in spoken lihg Mastery
of both of these types of rules is essential for degrthat a

43



human agent understands natural language and
expressions in a correct and referential manner - antapless
2T computetacksboth?

is usiMgconscious robot could conceivably pass the 3T evhail the

same time theris nothing it is liketo be the 3T robot passing the
test. We are now bordering on issues involved in deatiage

And when it comes to testing for conscious experiencethe 'easy' from the 'hard' problems of consciousnesigh, if

we again need these basic additional dimensiorgeafeption

pursued at this point, would be moving in a directioot

and actionin the real worldas an essential precondition. The immediately retvant to the topic at hand. So rather than

fundamental limitations of mere conversational pentamce
naturally suggest a strengthening of the 2T, later naheedotal

exploring arguments relating to this deeper theme, lIsivitply
contend that passing the 3T provides a sufficienditimm for

Turing Test (3T) by Harnad [7], wherein the repertoire ofBlock's version of A-consciousness, but not for P-cimusness,

relevant behaviour is expanded to include the fuligen of
intelligent human activities. This will require thathe
computational procedures respond to and control moplgi a
teletype system for written inputs and outputs, btiteraa well
crafted artificial body. Thus in the 3T the scrutinizgtefact is a
robot, and the data to be tested coincide with the fidcrum of
behaviours of which human beings are normally capdble.
order to succeed, the 3T candidate must be able to the real
world of objects and people, everything that inteltig people
can do. Thus Harnad expresses a widely held view witeen

since it could presumably be passed by an artefaaidieof
qualia.

Many critics of Block's basic type of view (including
Searle [9] and Burge [10]) argue that if there can benh suc
functional ‘zombies’ that are A-conscious but not P-conscious,
then they are not genuinely conscioas all. Instead, A-
consciousness is better characterized as a type of ‘awareness’,
and is a form of consciousness only to the exteat this
parasitic upon P-conscious states. So we could paitgrhave a
3T for A-consciousness, but then the pivotal quassioses, is

claims that the3T is "...no less (nor more) exacting a test of A-consciousness without associated qualitative ptagens

having a mind than the means we already use withaoother...
[and, echoing Turing] there is no stronger test, shiobeingthe
candidate”. And, as noted above, the latter statdfairs is not
an empirical option. examinéd.

really a form ofconsciousne&sAgain, | will not delve into this
deeper and controversial issue in the present discysbut
simply maintain that the successful 3T robot dodsat exhibit
the type of Aawarenessthat people in, e.g., cognitive

Since the 3T requires the ability to perceive andract neuroscience tend to call consciousness. But asdstzdier,

the real world, and since A-consciousness statesstdtures
are those which are directly available for control oéesh,

reasoning and action, it would seem to follow that $uccessful
3T robot must be A-conscious. For example, in order $s flze
test, the robot would have to behave in an appropmatener in
any number of different scenarios such as the followirtge

robot is handed a silver platter on which a banamajlad egg,
a teapot and a hamburger are laid out. The robokedas pick

up the piece of fruit and throw it out the windowe&ily the

robot could not perform the indicated action unlessad direct
information processing access to the identity the salient
object, its spatial location, the movemeafsts own mechanical
arm, the location and geometrical propertéshe window, etc.
Such transitive, intentionally directed A-consciousates are
plainly required for the robot to pass the test.

‘consciousness' is a multifaceted term, and thezealso good
reasons fonot calling mere A-awareness without qualia a full-
fledged form of consciousness.

For example, someone who was drugged or talking in
their sleep could conceivably pass the 2T whilel stil
‘unconscious’, that is A-‘conscious’ but not P-cims. And a
human sleep walker might even be able to pass thmlvand
robotic 3T while 'unconscious' (again A-'conscioust hot P-
conscious). What this seems to indicate is that ofly
‘consciousness' can Ipgstively ascertained by behaviour. But
there is an element of definitiveness here, sincesegms
plausible to say that an agembuld notpass the 3T without
being A-'conscious', at least in the minimal sertde A-
awareness. If the robot were warned 'mind the banaiaapel it
was not A-aware of the treacherous object in question on the

But does it follow that the successful 3T robot is P ground before it, emitting the frequencies of electrametig

conscious? It seems, not, since on the face ofiie thgpears to
be no reason why the robot could not pass the tgghgedn A-
consciousness alone. All that is being tested Sseitecutive
control of the cognitive processes enabling it toorarrectly
and perform appropriate verbal and bodily actions inaesp to
a myriad of linguistic and perceptual inputs. Thelsitees are
demonstrated solely through its external behaviour, sanéar,
there seems to be no reason for P-conscious statestooked.
Since the 3T is primarily intended to test the robot’s overall
intelligence and linguistic understanding in theuattorld, the

2 Shieber[6] provides a valiant and intriguing rehabilitatioefehse of
the 2T, but it nonetheless still neglects crucigadsuch as mastery of

language exit and entry rules. Ultimately Shieb@t®bilitation in terms
of interactive proof requires acceptance of the ionot that

radiation appropriate for 'banana-yellow', then it woulot
deliberately step over the object, but rather woulpl ahd fall
and fail the test.

5 A TOTAL TURING TEST FOR QUALIA

In the remainder of the paper | will not pursue the coetisial
issue as to whether associated P-consciousnessésessary
condition for concluding that the A-awareness of shecessful
3T robot is genuinely a form of consciousnassll. Instead, |
will explore an intensification of the standard 3Teimded to
prod more rigorously foevidentialsupportof the presence of P-
conscious states. This Total Turing Test for quali8TQis a
more focused scrutiny of the successful 3T robot which

emphasizes rigorous and extended verbal and descriptive

conversational input/response patters alone are sufficient, WhiChprobing into the qualitative aspects of the robotspprtel

premise | would deny for the reasons given. Thegm is still
operating within a closed syntactic bubble.

3 seeschweizer [8] for an argument to the effect that evvendombined
linguistic and robotic 3T is still too weak as &fidigéive behavioural
test of artificial intelligence.
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internal experiences. So the Q3T involves unremitting
questioning and verbal analysis of the robot's catalig inner
experences, in reaction to a virtually limitless variety saflient
external stimuli, such as paintings, sunsets,
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performances, tastes, textures, smells, pleasures aing, pa Machine: Mmmh, | see several people here, who are

emotive reactions... you?

Turing suggests a precursor version of this strategy in
his 1950 discussion of the argument from consciowsvelsere Interrogator: Try to guess.
he observes that the question of machine conscissismelld be
addressed by a sustaingda voce where the artefact was asked Machine: Well, 1 know you are blond and shy, so |
questions directly concerning its aesthetic and otigpes of would guess the second from the left.
qualitative reactions and judgement in response toexpended
questioning by the interrogator. Turing provides ajectral This appears to be an order of magnitude jump over
illustration of the method in the guise of a 'sonneiting' the purely verbal 2T, and accordingly its standarmfs
programme being quizzed by a human judge. satisfaction are even more futuristic. However, in terinthe

ultimate goal of providing a test, the passing ofahitgonstitutes
Interrogator: In the first line of your sonnet which a sufficient condition for the presence of genuinesc@us
reads "Shall | compare thee to a summer's day," wouléxperience in an artefact, it should be noted thairtputs, at a

not "a spring day" do as well or better? crucial level of analysis, remain purely syntacéad non
qualitative, in that the uploaded image must tdiesform of a
Witness: It wouldn't scan. digital file. Hence this could at most provide evide of some

sort of (proto) A-awareness in terms of salient dataaetion
Interrogator: How about "a winter's day," that would and attendant linguistic conversion from a digitairse, where
scan all right. the phenomenal aspects produced in humans by theair{gie-

digitalized) image are systematically corroborated bge th
Witness: Yes, but nobody wants to be compared to aomputer's linguistic outputs when responding to itigutted
winter's day. code.

Although a major step forward in terms of expanding

Interrogator: Would you say Mr. Pickwick reminded the input repertoire under investigation, as well aspssing the

you of Christmas? virtue of being closer to the limits of practicality the nearer
term future, this proposed new qualia 2T still fab®s of the
Witness: In a ay. full linguistic and robotic QT. In particular it tests, in a

relatively limited manner, only one sensory modalénd in
Interrogator: Yet Christmas is a winter's day, and | daprinciple thereis no reason why this method of scrutiny should
not think Mr. Pickwick would mind the comparison.  be restricted to the intake of photographic images septed in

digital form. Hence a natural progression would bedst &
Witness: | don't think you're serious. By a winter's daycomputer on uploaded audio files as well. Howevdéris t
one means a typical winter's day, rather than aalpeciexpanded 2T format is still essentially passive ature,where

one like Christmas. the neat and tidy uploaded files are hand fed ineodompugr
by the human interrogator, and the outputs are confimedere
And so on.... verbal response. Active perception of and reaction istald

objects in the real world arena are critically absennftois test,
The above sample dialogue serves as a good remindestof and so it fails to provide anything like evidentirity with the
how difficult the original 2T really is (and consequgnthy it human caseAnd given the fact that the selected non-linguistic
hasn't yet been passed). However, this conjecturethsoeis  inputs take the form of digitalized representationspo$sible
still confined to a merely conversational settofgvetbal inputs  visual (and/or auditory) stimuli, there is still no remgo think
and verbal outputs, and hence falls far short of #teabioural that there is anything it is like to be the 2T comepyprocessing
potential of a full 3T edition, as well as the comitant the uploaded encoding of an image of, say, a vettrose.
evidential standards applicable in the human case. But elevated to a full 3T arena of shared external
Plebe and Perconti [11] put forward a strengthenedtimuli and attendant discussion and analysis, tbsitipe
adaptation ofr 2T-style viva voce where the pivotal difference evidence of a victorious computational artefact wolkgtome
is that, in addition to merely linguistic inputsethomputer must  exceptionally strong indeed. So the extended Q3ased on a
now give appropriate and testable conversational meectio  methodology akin to Dennett's [12] 'heterophenomenoleg
uploaded images This is an interesting and important given the robot's presumed success at the standaadl Tluring
augmentation of the original 2T, since the inputs o longer Test, we count this as behavioural evidence suffidemtarrant
strictly linguistic, and the test is aimed at evéhg verbally  the application of the intentional stance, wherdia tobot is
plausible responses to stimuli thag us at least have a treated as a rational agent harbouring beliefs, demm@yarious
phenomenal aspect. As an example of the methedhePAnd  other mental states exhibiting intentionality, andois actions
Perconti supply an excerpt from a hypothetical conviersa can be explained and predicted on the basis of dnéewt of
these states. Accordingly, the robot's salient senissions are
Interrogator: Do you want to look at a picture of me? interpreted as natural language utterances asserting various
propositions and expressirggsorted contents. For the reasons
Machine: Oh yes, thanks, let's upload that. delineated above in section 4, | would argue thatittierpretive
<.... uploading> step and application of the intentional stance noege artefact is
not evidentially warranted in a limited 2T type afttng, and
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hencein the latter case, the syntactic tokens emittedthzy
computer cannot be given the semantic value thatwvaeld
attribute to utterances produced by our fellow humangdsei
However, following Dennett, the gathering of
scientifically rigorous empirical evidence proceeds hwit
neutrality regarding the possible conscious experiesfcéhe
robot. In this extended Q3T context, the artefaajusriednot
about uploaded images as 'qualitativgut data, but rather

focussed version of the 3T the robot would at Iéaste to be
able to go on at endless lehdgalking aboutwhat it's like. And
this talk must be in response to an open ended @ndjierent
combinations of sensory inputs, which are shared amtared
by the human judge. Such a test would be both esudntid
extremely demanding, and it would be nothing shoft o
remarkable if it couldnot detect a fake. And presumably a
human sleepwalker who could pass a normal 3T as akoulkl

about its own subjective reactions and attendant introspectivenonetheles$ail this type of penetrating Q3T (or else wake up in

states. The robot is not hand fed selected digles, fout rather
is presented with the same external stimuli as itsnam
interlocutor, the latter of whom can then interrogate tbbot
regarding its purported qualitative experiences in nespdo the
shared stimuli. Hence the human and the robot candimterve
the same DVYrer and the same Dali paintings, listehetsame
Vivaldi and Schubert concertos, attend the same wasgng
event, eat the same brand of hamburger... And the robet
discourse on its subjective impressions and reactibas true
aesthete, and where this discourse can be calibratetheby
human with respect to the latter’s own qualitative reactions.

As an example of the methodn excerpt froma
hypothetical Q3T interaction might look somethingelithe
following.

Isn't the sunset

Interrogator: over

magnificent?

Robot Yes, the colours are sublime. Let's go to the topf

of that rise for a better view...

Excellent, now we have the full panorama.
Interrogator: What impression does it make on you?
Robot: As the glowing orange orb of the sun begins t
touch the calm blue line of the horizon, yet anottey

is passing. Now the radiant disc begins to simd the
sea and the background crimson intensifies and gro
warmer. It gives me a feeling of sadness, but at th
same time a glimpse of ineffable beauty.

Ouch!! Why the hell did yopinch mé&

Interrogator: Just wanted to bring you back down to.

earth - you were starting to wax a bit too lyrical.

Robot: Thanks very much for your concern. Could yOzthat bare behavioural equivalence provides a sufficientition

éor the presence of internal conscious phenomena.

please pass me the bottle of delicious chille
Chardonnay - | want to savour another glass alon
with the last rays of the setting sun.

Interrogator: Hex you go.

Robot: Arrrgh, that tastes disgusting! - whappened
to the wine?

Interrogator: Uhh, | just stirred ia little marmite
when you weren't looking - wanted to demv you'd
react This is a Q3T, after all...

Even though a merely Ben<gious robot could conceivably pass
the verbal and robotic 3T while at the same timéhase being
nothing it is likefor the robot passing the test, in this more
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the Pacific

the middle!), and it would be precisely on the graund such
failure that we would infer that the human was actuatiieep
and not genuinely P-conscious of what was going on.

If sufficiently rigorous and extended, this would
provide extremely powerful inductive evidence, andeid to
pass the Q3T the robot wouldveto attain full evidential parity
with the human case, in terms of externally manifested
behaviour.

6 BEYOND BEHAVIOUR

So m what grounds might oneonsistentlydeny qualitative
states and P-consciousness in the case of thessfidc€3T
robot and yet grant it in the case of a behaviourally
indistinguishable human? The two most plausible clemations
that suggest themselves are both based on an a@ppesdential
differences ofnternal structure, either physical/physiological or
unctional/computational Concerning the latter case, many
versions of CTM focus solely on the functional anislysf
propositional attitude states such as belief andealend simply
ignore other aspects of the mind, most notably consciess
and qualitative experience. However others, such aanLjS],

try to extend the reach of Strong Al and the computation

doaradigm, and contend thatonscious statesrise via the

Implementation of the appropriate computational foisnal Let
us denote this extension of the basic CTM frameworkhto

W%xplanation of conscious experience ‘CTM+’. And a specialized
gersion of CTM+ might hold that qualitative experienegise in

virtue of the particular functional and information peesing
structure of théaumanbrand of cognitive architecture, and hence
that, even though the robot is indistinguishableterms of
input/output profiles, nonetheless its internal processiructure
is sufficiently different from ours to block the infee to P-
consciousness. So the non-identity of abstract immat or
computational structure might be taken to undermirectaim

At this juncture, the proponent of artificial
consciousness might appeal to a \v@rsof Van Guick’s [14]
defense of functionalism against assorted ‘missing qualia’
objections. When aimed against functionalism, thessing
qualia arguments generally assume a deviant realizafidhe
very same abstract computational procedures underiyingan
mental phenomena, in a world that’s nomologically the same as
ours in all respects, and the position being supporethat
consciousness is to be equated with states ofidhegical brain,
rather than with anwarbitrary physical state playing the same
functional role as a conscious brain process. For pkann
Block's[15] well known '‘Chinese Nation' scengriee are asked
to imagine a case where each person in China playth of a
neuron in the human brain and for some (rather brief) span o
time the entire nation cooperates to implement thenes
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computational procedures as a conscious human brée.
rather compelling ‘common sense' conclusion is thet ¢hough

principle be accounted for merely in terms obarenessthen
how and why dohumanshave purely qualitative experience?

the entire Chinese population may implement the sam®ne possible answer could be that P-conscious states

computational structure as a conscious brain,
nonetheless no purely qualitative conscious statesthis
scenario outside the conscious Chinésaividuals involved.
And this
functionalist theories of consciousness.

Van Gulick’s particular counter-strategy is to claim
that the missing qualia argument begs the questimsae. How
do we knowa priori, that the very same functional raeuld be
played by arbitrary physical states that were undoos@ The
anti-functionalist seems to beg the question byragsy that
such deviant realizations are possible in the firatql At this
point, the burden of proof may then rest on the fonétist to
try and establish that there are in fact function&sdn the
human cognitive system that could only be filled donscious
processing states. Indeed, this strategy seems memestihg
than the more dogmatic functionalist line that isquhism of

there amessentiallyphysically basegghenomenaand hence result from

or supervene upon the particular structure and causarpayf
the actual central nervous system. And this perspedtivre-

is then taken as a counterexample to purelgnforced by what | would argue (on the following indegent

grounds) is the fundamental inability of abstract fiomal role
to provide an adequate theoretical foundation for itpiade
experience.

Unlike computational formalisms, conscious states a
inherently non-abstract they areactual occurrent phenomena
extended in physical time. Given multiple realiz&pilas a
hallmark of the theory, CTM+ is committed to theuleghat
qualitatively identical conscious states are manetdi across
widely different kinds of physical realization. And this
tantamount to the claim that an actual, substarthdinvariant
qualitative phenomenon is preserved over radicallyrdée/eeal
systems, while at the same tinme, internal physical regularities

abstract functional rol@lone guarantees the consciousness ofneed to be preserved. But then there is no actualfreatdactor

any physical state that happens to implement it.

which could serve as the causal substrate or supemcenimse

So to pursue this strategy, Van Gulick examines thdor the substantive and invariant phenomenon of iatern

psychological roles played by phenomenal statesimams and
identifies various cognitive abilities whicgeemto require both
conscious and self-conscious awareness.g. abilities which
involve reflexive and meta-cognitive levels of repreagon.
These include things like planning a future courseaction,
control of plan execution, acquiring new non-habittak
behaviours These and related features of human psyital
organization seem to require a conscious self-modelthik
manner, conscious experience appears to plajn&ue
functional role in broadcasting ‘semantically transparent’
information throughout the brain. In turn, the proponeft
artificial consciousness might plausibly claim ttta successful
Q3T robot must possesses analogous processing staudture
order to evince the equivalent behavioural profilesrwbassing
the test. So even though the processing structuret mighbe
identical to that of human cognitive architecture, niust
nonetheless have the same basic cognitive abiisdsumans in
order to pass the Q3T, and if these processing rolesirimans
require phenomenal states, then the robot must engy ts
well.

However, it is relevant to note that Vanul@®k's

conscious experience. The advocate of CTM+ cannoinréjat

it is formal role which supplies this basis, since formal role is
abstract, and such abstract features can onipdiaentiatedvia
actual properties, but they do not have the poweprtmluce
them.

The only (possible) non-abstract effects that
instantiated formalisms are required to preserve must be
specified in terms of their input/output profiles, ahdsinternal
experiences, qua actual events, are in principle ethigo (as
I've also been argued elsewhere: see Schweizer [1& Wuld
appear that the non-abstract, occurrent nature of aurssstates
entails that they must depend upon intrinsic progerof the
brain as a proper subsystem of #wual world (on the crucial
assumption ophysicalismas one's basic metaphysical stance -
obviously other choices, such as some variety of simalare
theoretical alternatives). It is worth noting that froris tih does
not followthat other types of physical subsystem could natesh
the relevant intrinsic properties and hence also stigpascious
states. It only follows that they would have thisvgo in virtue
of their intrinsic physical properties amobt in virtue of being
interpretable as implementing the same abstract catipodl

analysis seems to blur Block's distinction between Pprocedure.
consciousness and A-consciousness, and an obviirsdes at

this point would be that all of the above processwigs in both

humans and robots could in principle take place witly the 8 CONCLUSION

latter and not the former. Even meta-cognitive andscious'
self models could be accounted for merely in termsAef
awareness And this brings us back to the same claim asién t
standard 3T scenario - that even the success of 3fer@bot
could conceivably be explained without invoking P-
consciousnesger se and so it still fails as a sufficient condition
for attributing full blown qualia to computational efdcts.

7 MATTER AND CONSCIOUSNESS

Hence functional/computational considerations seenwigak to
ground a positive conclusion, and this naturally $eéol the
question of the physical/physiological status of ligudf even
meta-cognitive and 'conscious' self models in husmzould in
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We know bydirect first person acss that the human central
newous system is capable of sustaining the rich ambd field

of qualitative presentations associated with our nboognitive
activities. And it certainlyseems as ithese presentations play a
vital role in our mental lives. However, given the abavitical
observation regarding Van Gulick's positiatig., that all of the
salient processing roles iboth humans and robots could in
principle take place strictly in terms of A-awarenesthout P-
consciousness, it seems that P-conscious statemteetually
necessary for explaining observable human behaviodrtlae
attendant cognitive processes. In this respect, qaadisendered
functionallyepiphenomenal, since purely qualitative states@er s
are not strictly required for a functional/computatioaecount
of human mentality. However, this is not to say ttiety are
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physicallyepiphenomenal as well, since it doesn't therebg\ol

that this aspect of physical/physiological structdoes not in

fact play a causal role in the particutarmanimplementation of

this functional cognitive architecture. Hence it bees a purely

contingent truth that humans have associated P-iowssc
experience.

And this should not be too surprising a conclusam,
the view that the human mind is the product of ayloaurse of
exceedingly happenstance biological evolution. Gchsa view,
perhaps natural selection has simpbcruited this available
biological resource to play vital functional roles, whiin
principle could have instead been played byrneensciousut
A-aware states in different typeof realization. And in this case,
P-conscious states in humans are thus a formpbEnomeal
overkill', and nature has simply been an opportuniskploiting
biological vehicles that happened to be on handlay a role
that could have been played by a more streamlinedessdich
type of state, but where a 'cheaper' alternative waplginot
available at the critical point in time. Evolutiomda natural
selection are severely curtailed in this respect,esthe basic
ingredients and materials available to work with aresalt of
random mutation on existing precursor structures pregettiei
organism(s) in question. And perhaps human computentistis
andengineers, not limited by what happens to get thropviby
random genetic mutations, have designed the suctd3sfl
robot utilizing a cheaper, artificial alternative teetbverly rich
biological structures sustained in humans.

So in the case of thebyot, it would remain an open
question whether or not the physical substrate underiyiie
artefact's cognitive processes had the requisite cposars or
intrinsic natural characteristics to sustain P-conscistates.
Mere behavioural evidence on its own would not béceht to
adjudicate, and an independent standard or criterioridwioel

required? So if P-conscious states are thought to be esdgntial

physically based, for the reasons given above, attteifobot

Q3T success could in principle be explained throagpeal to
mere A-aware stets on their own, then it follows tf& non-
identity of the artefact's physical structure woultbwal one to

consistently extend Turing's polite convention toe'sn
conspecifics and yet withhold it from the Q3T rabot
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Jazz and Machine Consciousness
Towards a New Turing Test

Antonio Chella® and Riccardo Manzotti?

Abstract. A form of Turing test is proposed and based on thestudies of consciousness from philosophy and newgosei

capability for an agent to produce jazz improviziasi at the Creativity is jst one of these critical issues.

same level of an expert jazz muait. The relationship between consciousness and crgatisi
difficult and complex. On the one side some authors claim the
need of awareness of the creative act. On the other side, it is
suspected that many cognitive procestheg are necessary for

1 INTRODUCTION the creative act may happen in the absence of mrsmess.

. However it is undeniable that consciousness isetyolinked
ThetEsslgly\/MlnbtheDsty!g chougllals ch’fStadltf?] related th> the d with the broader unpredictable and lemstomatic forms of
system y Davi ope [11] [12] evokes a novel an cognition, like creativity.

different perspective for the Turing test. The main focus of the In addition, we could distinguish between the mere

::?)Sr; SSSEL:I%:esgrfraet;\Q\t}; T(ftﬁid cgirll'tn?hﬁtst:;pﬁglgt'izhﬁjagea production of new combinations and the aware creation of new
P P content: if the wind would create (like the monkega a

indistinguishable from those of a human being? TR N
. L - keyboard) a melody which is indistinguishable from the OVa
According to Sterberg [36Freativity is the ability to produce Pensiero by Giuseppe Verdi, it would be a ieaict? Many

somethmg th?t ISd ne_\gll art1d approprle}[te.f ghf reg‘uf‘xitqeatlve ._authors would debathis argumenfl15].
process is not reducible to some sort of deterministic reasoning.”, ", following, we discuss some of the main featut a

EO creative a_ct|V|t|y Seems Ito 'stent'fy a specitiain of activity, conscious agent likembodimentsituatednessemotionsand the
Ut-r?,gg;:ﬁ;glgg;f;tf\,r:?gz[m ihould be able to gemerovel cgpability t_o have consciomp(_arienceThes_e featurgs will _be
artifacts notby following preprogrammed instructions, but on d'SCUSSEd.m reference to musncal expression, _and n p_alarcul
’ to a specific form of creative musical expressioamely jazz

theT%c;ntrrzz)rglg% ngsspesa:i)\f/i? rﬁzlsclggztr:vv?/igg. debatethé field improvisation. Musical expression seems to be a fofrmrtistic
p Y y expression that most of others is able to immeljigteoduce

gf apCitogatlc rT)l.JS'(i cfompoEmfctmatThe prewouslg C'E.MI by . conscious xperience without filters. Moreover, differently from
avi pe,Subject ot the Hoftadler essay, produce '.m.press'v%lfactory or tactile experiences, musical experience is a kind of

results: even for an experienced listener it is difficto structured experience

distinguish musical compositions created by these programs According to JohnsorLaird [20], jazz improvisation is a

IL‘;T ttr?gsss antse(;:aézd t?}r/ea anr::nn::;i?gosseerét?;?&%? specific form of expertise of great interest for thedgt of the
y P P mind. Furthermore, jazz is a particularly interesting adssudy

rocess, at least in music. . . A N . I
p in relation to creativity.Creativity in a jazz musician is very

creﬂg\\;v(ee\\//si;hozr;ebeniqnay c\gr?;]((:ji?)LSs lflnatr;ﬂsagigntarcan ;gtlfiafa/ bdifferent from typical models of creativity. In fact, the creia
9 N gardy B.' process is often studied with regards te firoduction of new
suggests a close connection between consciousneds &

tivity, C mself in hi b 37 di th abstract ideas, as for example the creation ofaamathematical
creativity. ope IMselt In nis recen 00K13] dIscusses the theory after weeks of great concentration. On th#reoy, jazz
relationship between consciousness and creativitthoigh he

does not take a clear position on this matter, he seem to favor t'mprovisation is a form of immediate and continuduely
) - pe . . feation process which is closely connecteth whe external
view according to which consciousness is not necessary f

§ . . . .
creative process. In facts, Cope asks if atoreagent should $horld made up of musical instruments, people, mg\sodies,

) . . P nvironmen ien nd th her musicians.
need to be aware of being creating something and if it needs to onments, audience and the other musicians

experience the results of its own creations.

The argument of consciousnesstypically adopted [3]to
support the thesis according to which an artifiaglent can 2 CREATIVITY
never beconscious and therefore it can never be reallytimea

But recently, there has been a growing interest athime  There areat leasttwo aspects of creativity that is worth
consciousnes§s] [9], i.e., the study of consciousness throughdistinguishing since the beginningyntactic and sematic
the design and implementationafnsciousartificial systems. creativity. The first one is the capability to redoine a set of

This inteest is motivated by the belief that this new apphga symbols according to various styles. In this seifsgje have
based on the construction afonsciousartifacts, can shed new enough patience and time, a random generator widlte all the
light on the many critical aspects that affect thainstream books of the literary world (but without understandingitth
meaning). The second aspect is the capability tegge new
meaning that will be thedressedy appropriate symbols. These

! University of Palermo, Italyemail: antonio.chella@unipa.it two aspects correspond to a good approximation he t
etymological difference between the terrimgelligence and

2 IULM University, Milan, Italy, email: riccardo.manzotti@iulm.it
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intuition. Intelligence is often defined as the ability to findvel  the touch and the strength needed for the instrutoeplay, the

connections for different entities, but intuitionosild be able to  vibrations of the instrument propagated through theefiagf

do something more, i.e., to bring in something that washe player, the vibration of the air perceived by filayerOs

previously unavailable. body, are all examples of feedback guiding the musician during a
In short, the syntactic manipulation of symbolsymacur  performance. The player receives at least two types of bodily

without consciousness, but creativity does not sdembe feedback: through the receptors of the skin and tirothe

possible without consciousness. receptors of théendons and muscles. Todd [38sumed a third
Machine consciousness is not only a technologiballenge, feedback channel through the vestibular apparatus.

but a novel field of research that has scientific and technological Making music is essentially a body activi6]. Embodiment

issues, such as the relathip between information and is fundamental to jazz improvisation: can an ageithout a

meaning, the ability for an autonomous agent tooskadts own  body, such as a software like EMI that runs on a mainframe, be

goals and objectives, the sense of self for a robot, the capabiligble to improvise? Apparently not, because it woulds the

to integrate information into a coherent whole, treture of bodily feedback channels described above. And, in fact, the

experience. Among these issuesr¢hes the capability, for an results obtained by EMI in the versitmprovisationare modest

artificial agent, to create and to experience vt @reations. and based on ad hoc satuts. The same problem arises for
A common objection to machine consciousness empéssi consciousness: can a software that run on a maiefrae

the fact that biological entities may have unigbarecteristics conscious?

that cannot be reproduced in artifactsthis objection is true, It does not seem that embodiment is a sufficienditmm for

machine consciousness may not be feasible. Howewés, consciousness, but it may be a necessary condBiasically, a

contrast between biological and artificial entitless often been cognitive entity must benebodied in a physical entity. However,

over exaggerated, especially in relation to the problems df is necessary to deeply reflect about the concept

consciousness. So far, nobody was able tsfaatorily prove  embodiment.

that the biological entities may have charactasssthat can not Trivially, a cognitive agent can not exist with@body; even

be reproduced in artificial entities with respect to consciousnesél expert systems are embodied in a computer whscha

In fact, at the a meeting on machine consciousnmes¥)01 at physical entity. On the othéand it is not enough to have a body

Cold Spring Harbor Laboratoriethe condlision from Koch [23] for an agent in order to be not trivially embodi¢kde Honda

was that no known natural law prevents the exigtené ASIMO robof, considered the state of the art of today robotic

subjective experience in artifacts. On the otherdhdiving technology, is an impressive humanoid robot but its

beings are subject to the laws of physics, and yet are conscioggrformances are essentially based ornaadard controller in

able to be creative and to prove experience. which the behaviors are almost completely and oélyefiefined
The caotrast between classic Al (focused on manipulation ofin advance by its designers.
syntactic symbols) and machine consciousness (tpeonsider In addition, biology gives us many examples of aémsuch
the semantic and phenomenal aspects of the miridy fiw all as the cockroaches, whose morphology is complex taad
his strength in the case of creativity. allows them to survivevithout cognitive abilities.
Is artistic improvisation jazz impovisation in particular a The notion of embodiment is therefore much morepdzred

conscious process? This is an open question.riimEcologist complex than we usually think. Not only the facatttan agent

Gunther Schuller [33] emphasizes the fact that jazz might have a body equipped with sophisticated ssnsmd

improvisation affects consciousness at all levelgmf the actuators, but other conditions must be met. Thecept of

minimal to the highest one. It is a very particlkard of creative  embodiment requires the ability to appreciate amutgss the

process. different feedback from the body, just like an artist during a
Jazz improvisation has peculiar features that sapdirt from  musical live performance.

the traditional classi improvisation [29] as part of Western

classical music, improvisation is a kindrefl timecomposition

with the same rules and patterns ofssla composition. On the 4 SITUATEDNESS

contrary, jazz improvisation is based on a speciicof patterns

and elements. The melody, the rhythm (8weng, the chord

progressions are some of the issues that need to be analyzed

studied with stylistic and aesthetidteria different from those of

Wesern classical music [10]

In addition to having a body, an agent is part oéanironment,
;L;iﬁd it is situated An artist, during a jam session, is typically
Situated in a group where she has a continuousaexgeh of
information. The artist receives and provides cardirs
feedback with the other players of the group, and eiiones
even with the audieng@n the case of live performances.
3 EMBODIMENT The classical view, often theorized in textbooks jatz
improvisation[10], suggests that during a session, the player
Embodimentdoes not simply mean that an agent must have &llows his own musical path largely made up by atahle
physical body, but also and above all, that different cognitivenusical sequence of previously learnetigras. This is a partial
functions are carried out by means of aspects of tiiy.brhe  view of an effective jazz improvisation. Undoubtedly, the
aspect of corporeality seems to be fundamentahéontusical musician has a repertoire of musical patternsshatis also able
performance and not only for jazz improvisation. In this regardio deviate from its path depending on the feedtsek receives
Swndberg & Verrillo [38]analyzed the complex feedback that from other musicians or the audience,r fexample from
the body of a player receives during a live perfamce. In facts,
auditory feedback is not sufficient to explain t#tearacteristics
of a performance. The movement of the hands on the instrumeRt, . //asimo.honda.com
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suggestions from the rhythm section or due to sgnaf
appreciation from the listeners.
Cognitive scientists sgee e.g., [20]) typically model jazz

successful péormance the player create a tigkmpathic
relationship between herself and the listeners.
Gabrielsson & Juslin [17¢onducted an empirical analysis of

improvisation processes by means of Chomsky formathe emotional relationship between a musician &edlisteners.
grammars. This kind of model appears problematic because According to this analysis, a song ases emotions on the basis
does not explain the complexity of the interaction between thef its structure: for example,sadsong is in a minor key, it has a
player, the rest of the group and the audience. slow rhythm and the dissonances are frequent, vamilexciting

A more accurate model should take into accountnian song is fast, strong, with few dissonances.
results from behaviorbased robotics [5]. According to this The emotional intentions of a musician during a&eli
approacha musician may use a repertoire of behaviorsdhat performance can be felt by the listener with greater or lesser
activated according to the input she receives aodrding to an  effectiveness depending on the song itself. Théckemotional
appropriate priority based on her musical sengjbilnteresting  connotations such as the joy or the sadness aier éasransmit,
experiments in this direction have been recenticdbed in the  while more complex connotation such sslemnityare more
literature.Roboser[27] is an autonomous robot that can move difficult to convey. The particular musical instrument employed
autonomously in an environment and generate sourdtg in  has a relevance in the communication of emotions, and of course
real time according to its internal state and to #resery inputit the degree of achieved empathy depends on the akithe
receives from the environmenEyesWeb[6] is a complex performer. This analysis shows that an agent, to make an
system that analyzes body movements and gestures witkeffective peformance, must be able to convey emotions and to

particular reference to emotional connotations in order tdave a model (even implicit) of them.

accordingly generate sound and music in real time: @so to
suitably control robots.

This hypothesis is certainly attractive, but iuisclear how to
translate it into computational terms. So far, mamygutational

Continuator[28] is a system based on a methodology similarmodels of emotions have been progbsethe literature. This is

to EMI, but differently from it, is able to learn andrmmunicate
in real time with the musician. For example, the miasi
suggests that musical phrases and the systemesaldkarn the
style of the musician and to continue and completesentences
by interacting with the musician.

However, the concept of situated agent, as the epinof
embodiment, is a complex and articulate one. Arecatffe
situated agent should develop a tight integratiemelopment
with their surrounding environment so that.elik living being,
its body structure and cognition would be the resefl a
continuous and constant interaction with the exern
environment.

A true situated agent is an agent that absorbs fitsm
surroundings, changes according to it and, in tiirchanges the
environment itself. A similar process occurs in tioeirse of jazz
improvisation: the musicians improvise on the basfstheir
musical and life experiences accumulated and abdooker the

a very prolific field of research for roboti{56].

However, artificial emotions have been primarilpydied at
the level of cognitive processes in reinforcemeeéarting
methods.

Attractive and interesting robotic artifactave been built
able to convey emotions, although it is uncertahetier these
experiments represent effective steps forward idewstanding
emotions. For example, the well known robot Kisidétis able
to modify some of its external appearance like imgisan
eyebrow, grimace, and so on. during its interastiwith an user.
These simple external modifications are associatgth
emotions. Actually, Kismet has no real model ofoéibns, but
merely uses a repertoire of rules defined in adeabg the
desgner: it is the user that naively, interacting witte robot,
ends up with the attribution of emotions to Kisn@h the other

hand, it is the human tendency to anthropomorphize aspects of

its environment. It is easy to see a pair of eyesaamouth imra

years. The improvisation is then based on the interaction amdndom shape, so it is at the same time easy tdasemotions

also, in the case of a jazz group, even of pastactions with
the rest of the group. Improvisation is modified the basis of
suggestions received from other musicians and acejeand in
turn changes the performances of the other grougiaians. A

and intentions to the actions of an agent.

In summary, an agent capable of transmitting emotiomsng
jazz improvisation must have some effective comjpurat
models for genetan andevocation of emotions.

good jazz improvisation is an activity that requires a deeply

situated agent.

5 EMOTIONS

Many scholars consider emotions as a basic ehenfor
consciousness. Damasio [1#&lieves that emotions form a sort
of protoconsciousness upon which higheforms of
consciousness are developed. In turn, consciousaeserding
to this frame of reference, is intimately related with crégti

The relationships between emotions and music haen b
widely analyzed in the literature, suggesting aietgr of
computational models describing
underlying the evocation of emoti®rwhile listening to music
[21] [22].

In the case of a live performance as a jazz improeisathe
link between music and emotions is a deep one:ndua
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the main mechanisms

6 EXPERIENCE

Finally, the more complex problem for consciousnssshow
can a physical system like an agent able to impmyazz to

produce something similar to our subjective experience? During

a jam session, the sound wavesneyated by the musical
instruments strike our ears and we experience a SEA®
accompanied by bass, drums and piano. At sunsetgboas are
struck by rays of light and we have the experienéeao
symphony of colors. We swallow molecules of variousdk
and, therefore, we feel the taste of a deliciousewi

It is well known that Galileo Galilei suggested tlsmells,
tastes, colors and sounds do not exist outside tloy b a
conscious subject (tHeving anima)). Thus experience would be
created byhe subject in some unknown way.



A possible hypothesis concerns the separation leetwke by its own played instrument, the instruments of itscbas well
domain of experience, namely, the subjective content, and tres information from the body, i.e., the feedbacknmnfr skin
domain of objective physical events. The claim is that physicaleceptors, the receptors of the tendons and musclepassibly
reality can be adequately describedydny the quantitative point from the vestibular apparatus. Furthermore, it sthaldo be able
of view in a third person perspective while ignoring anyals to integrate information related to emotions.
qualitative aspects. After all, in a physics textbook there are Some of the early studies based on suitable neetatorks
many mathematical equations that describe a pupadytitative  for music generatiofd0] are promising in the way to implement
reality. There is room for quality conterigelings or emotions. an information integration agent. However, we mersiphasize
Explaining these qualitative contents is thard problem of the fact that the imptaentation of a true information integration
consciousnesy]. system is a real technological challenge In facg thpical

Yet scholars as Strawson [3qliestioned the validity of such engineering techniques for the building of an adif is
a distinction as well as the degree of real undedihg of the essentially based on the principle divide et impera that
nature of the physical wiak. involves the design of a complesystem through the

Whether the mental world is a special construcegated by decomposition of the system into easier smaller subsystems.
some feature of the nervous systems of mammals|liarstpen  Each subsystem then communicates with the othdrsystems
question. It is fair to stress that there is neither empiricathrough welldefined interfaces so that the interaction between
evidence nor theoretical arguments supporting sustiew. In  the subsystems happen in a very controlled wayoiitsitheory
the lack of a better theory, we could also take into consideratiorequires instead maximum interaction between the stés\s in
the idea inspired bgxternalisn{31] [32] according to which the order to allow an effective integration. Therefore, new
physical world comprehends also those features that we usualigchniques are required to design effective conscioussagent

attribute to the mental domain. ghysicalistmust be held tht if Information integration theory raised heated debatethén
something is real, and we assume consciousnesalistrhas to  sdentific community. It could represent a first stepvards a
be physical. Hence, in principle, a device can envisage it. theoretically welfounded approach to machine consciousness.

In the case of artificial agents for jazz improvisatibow isit  The idea of being able to find theonsciousness equations
possible to overcome the distinction between function andvhich, like the Maxwell's equations in physics, able to
experience? Such a typical agent is made up bytaoke explain consousness in living beings and in the artifacts, wdoul
interconnected modules, each operating in a ceviayn How  be a kind of ultimate goal for scholarsawnsciousness.
the operation of some or all of the interconnecteddules
should generate conscious experience? However, stme
question could be trafesred to the activity of neurons. Each 7 CONCLUSIONS
neuron, taken alone, does not work differently from a softwar
module or a chip. But it could remains a poss#ailit is not the
problem of the physical world, but of our theories of the physic S . ; .
world. Artificial agents are part of the same physical world tha{mprowsatlon, the sense of time in musical perfaioe the

produce consciousness in human subjects, so they may explfrgn{tsgigt? rz];:]rtlgl ?:f;néggaﬁgaggﬁ'?ng?;fg t{:‘g gg:t:]err:g:)n of
the same properties and characteristics that devamt for . 9 - : . 9
conscious experience importance for the creation of a conscious agent j&zz

In this regard, Tononj41] proposed a theory supported by improvisation, although some of them may overlapant with

results from neuroscience, according to which the degrée theA?trﬁ;:nf]nttﬁedE(;l;szi?ggxieéved impressive resutsd the
conscious experience is related to the amount t#grated 9 P °

information. According to this framework, the primamsk of program EMI by Cope is a great example, so far these issues

the brain is to integrate information and, noteworthy, thie@ss have been addressed only partially.

is the sara whether it takes place in humans or in artifdikes a dcli?eg;s d airntlc(lﬁ d";? tga\éZsidIﬁC:?\ze%uti::je anr:'ag:ﬂf'ﬁjsi:?scgg be
agents for jazz improvisation. According to thisedhy, 9

conscious experience has two main characterigbesthe one perform a jazz improvisation. The physicality, the ability to be

side, conscious experience is differentiated becthespotential gfatrigi;%:ﬁlvﬁereeﬂ?mgs’rt:br;\q'eofsggggggr?gs? apes are

set of differat conscious states is huge. On the other side, Knew Turing test mi rﬁbe based on imitatin tﬁdi to

conscious experience is integrated; in facts aaouns state is L Ing te gnt o g the @
distinguish a jazz improvisation produced by an artificial agent,

experienced as a single entity. Therefore, the tsaties of . ; . . .
conscious experience must be an integrated entile #o _maybe_ ab!e to integrate |nformat|on_acco_rd_|ng todro, than
improvisation produced by an experzzamusician.

differentiate among a big set of different states and whos A .
informational state is greater than the sum ofitfiermational . A.3. should be clear, th.'s. IS a very t_)road subjeaat th
significantly extends the traditional the mibdain problem.

statesof the component sub entitifg [2]. . - : . )

According b this theory, Koch and Tononi [24froposea Machln_e consciousness is, at the same time, adtiealrand
potential new Turing test based on the integration O}echn_ologlca! challenge that force_s to de‘f’" with mioblems and
information: artificial systems should be able tamic the new Innovative approaches. It is possible, and _hope that the
human being not in language kki(as in the classic version of z::gg:éal (igfr:scil]c;%srjﬁss f:g;ea;ﬁ:erir?quzl E‘Tr)](gn“.m:a maanndy
Turing test), but rather in the ability to integrainformation as . ging ) hel 'gea .

cognitive science@Could consciousness be a theoretical time

from different sources. Lo X :
. P L bomb, ticking away in the belly of AI? Who can sa&y?
Therefore, an artificial agent aware of its jazgpiovisation (Haugeland [18], p. 247).

should be able to integrate during time the inforomagenerated

She list of problems related to machine consciossribat have
apot been properly treated is long: the sensorimotor experience in
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Taking Turing Seriously (But Not Literally)

William York * and Jerry Swan?

Abstract. Results from present-day instantiations of the Turing test, The Loebner Prize competition adheres closely to the outward
most notably the annual Loebner Prize competition, have fueled théormNor letterNof this imitation game, right down to the bve-
perception that the test is on the verge of being passed. With this peminute interaction period and (at least for the ultimate Grand Prize)
ception comes the misleading implication that computers are nearintne 70-percent threshofdHowever, it is questionable how faith-
human-level intelligence. As currently instantiated, the test encourful the competition is to the underlying purposeNspiritNof the
ages an adversarial relationship between contestant and judge. Weame, which is, after all, to assess whether a given program or arti-
suggest that the underlying purpose of TuringOs test would be bdact should be deemed intelligent, at least relative to human béings.
ter served if the prevailing focus on trickery and deception were re- More generally, we might say that the broader purpose of the test is
placed by an emphasis on transparency and collaborative interactiota assess progress in Al, or at least that subset of Al that is concerned
We discuss particular examples from the family of Fluid Concepts arwith modeling human intelligence. Alas, this purpose gets obscured
chitectures, primarily Copycat and Metacat, showing how a modiPedvhen the emphasis turns from pursuing this long-term goal to sim-
version of the Turing test (described here as a Omodibed Feigenbayty Obeating the test.O Perhaps this shift in emphasis is an inevitable
testO) has served as a useful means for evaluating cognitive-modelingnsequence of using a behavioral test: OIf we donOt want that,0 one
research and how it can suggest future directions for such work.  might argue, Othen let us have another test.O Indeed, suggestions have
been offered for modifying the Turing test (cf. [6], [7], [3]), but we

still see value in the basic idea behind the testNthat of using observ-
1 INTRODUCTION; THE TURING TEST IN able ObehaviorO to infer underlying mechanisms and processes.

LETTER AND SPIRIT

The method of Opostulating® what we want has many advan- 1-1 Priorities and payoffs

tages; they are the same as the advantages of theft over honestype etterBspirit distinction comes down to a question of research pri-
toil. © Bertrand Russelintroduction to Mathematical Philoso-  gyities, of short-term versus long-term payoffs. In the short term, the
phy emphasis on beating the test has brought programs close to Opassing
. the Turing testO in its Loebner Prize instantiation. Brian Christian,
Interrogator: Yet Christmas is a WinterOs day, and | do not who participated in the 2009 competition as a confederate (i.e., one

think Mr. Pickwick would mind the comparison. _ of the humans the contestant programs are judged against) and de-
Respondent:LOL B PaceAlan Turing, OComputing Machin-  scribed the experience in his recent badie Most Human Human
ery and IntelligenceO admitted to a sense of urgency upon learning that Oat the 2008 con-

test..., the top program came up shy of [passing] by just a single voteO

If Alan Turing were alive today, what would he think about the ([1], p. 4). Yet in delving deeper into the subject, Christian realized
Turing test? Would he still consider his imitation game to be an ef-the superbcialityNthe (near) triumph of Opure techniqueONthat was
fective means of gauging machine intelligence, given what we nowesponsible for much of this success.
know about the Eliza effect, chatbots, and the increasingly vacuous But it is not clear that the Loebner Prize has steered researchers
nature of interpersonal communication in the age of texting and intoward any sizable long-term payoffs in understanding human intel-
stant messaging? ligence. After witnessing the Prst Loebner Prize competition in 1991,

One can only speculate, but we suspect he would Pnd current irStuart Shieber [20] concluded, OWhat is needed is not more work on
stantiations of his eponymous test, most notably the annual Loebn&olving the Turing Test, as promoted by Loebner, but more work on
Prize competition, to be disappointingly literal-minded. Before go-the basic issues involved in understanding intelligent behavior. The
ing further, it will help to recall TuringOs famous prediction about theparlor games can be saved for laterO (p. 77). This conclusion seems
test from 1950: as valid today as it was two decades ago.

| believe that in about bfty yearsO time it will be possible, to 1.2 Communication, transparency, and the Turing
programme computers, with a storage capacity of aboyttt0 test

make them play the imitation game so well that an average in-

terrogator will not have more than 70 per cent chance of making The question, then, is whether we might better capture the spirit of
the right identibcation after bve minutes of questioning ([22],  TuringOs test through other, less literal-minded means. Our answer is

p. 442). 3 Of course, the year 2000 came and went without this prediction coming to
pass, but that is not at issue here.
1 Indiana University, United States, email: wwyork@indiana.edu 4 See [5] for more discussion of the distinction between human-like intelli-
2 University of Stirling, Scotland, email: jsw@cs.stir.ac.uk gence versus other forms of intelligence in relation to the Turing test.
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not only that we can, but that we must. The alternative is to risk triv-in the prst place. As philosopher Matthew Kieran succinctly puts it,
ializing the test by equating OintelligenceO with the ability to mimicdOThere is all the difference in the world between a painting that gen-
the sort of context-neutral conversation that has increasingly come toinely reveals qualities of mind to us and one which blindly apes
pass for Ocommunication.O Christian points out that Othe Turing téiseir outward showO ([11], p. 21).
is, at bottom, about the act of communicationO ([1], p. 13). Yet given RussellOs famous quote about postulation equating to theft helps
the two-way nature of communication, it can be hard to disentanus relate an Al methodology to the artistrybforgery distinction.
gle progress in one area (Al) from deterioration in others. As JarorRussellOs statement can be paraphrased as follows: merely saying
Lanier recently put it, that there exists a function (e.gsqrt() ) with some property
(e.g.,sqrt(x) *sqgrt(x)=x for all x >= 0 ) does not tell
You canOt tell if a machine has gotten smarter or if youOve just us very much about how tgeneratethe actualsqrt()  function.
lowered your standards of intelligence to such a degree that the Similarly, the ability to reproduce a small number of valuesxof
machine seems smart. If you can have a conversation with a that meet this specibcation does not imply insight into the under-
simulated person presented by an Al program, can you tell how lying mechanism#wvolved, relative to which the existence of these
far youOve let your sense of personhood degrade in order to specibc values is essentially a side effect. A key issue here is the
make the illusion work for you? ([13], p. 32). small number of values: Since contemporary versions of the Turing
test are generally highly time-constrained, it is even more imperative
In short, the Turing testOs reliance on purely verbal behavior renhat the test involve a deep probe into the possible behaviors of the
ders it susceptible to tricks and illusions that its creator could norespondent.
have reasonably anticipated. Methodologies such as statistical ma-
chine learning, while valuable as computational and engineerin
tools are nonetheless better suitechtodelinghuman banality than
they are human intelligence. Additionally, the test, as currently in-\any of the Loebner Prize entrants (e.g., [23]) have adopted the
stantiated, encourages an adversarial approach between contestaithodologies of corpus linguistics and machine learning, so let us
and judge that does as much to obscure and inBate progress in Al fsframe the issue of thematic variability in these terms. We might
it does to provide an accurate measuring stick. It is our contentiomypstractly consider the statistical machine-learning approach to the
that atest that better meets TurlngOS Ol’lglna| |ntent Sh0u|d |nStead {?gnng test as belng Concerned Wlth the |nduct|0n Of a generat|ve

%2 Thematic variability in art and in computation

driven by the joint aims of collaboration and transparency. grammar. In short, the ability to induce an algorithm that reproduces
some themed collection of original works does not in itself imply
2 INTELLIGENCE, TRICKERY, AND THE that any underlying sensibilities thatotivatedthose works can be
LOEBNER PRIZE effectively approximated by that algorithm.

One way of measuring the Owork capacityO of an algorithm is to

Does deception presuppose intelligence on the part of the deemploy the Kolmogorov complexity measure [21], which is essen-
ceiver? In proposing his imitation game, Turing wageredNat leasttially the size of the shortest possible functionally identical algo-
implicitlyNthat the two were inseparable. Surely, a certain amountrithm. In the induction case, algorithms with the lowest Kolmogorov
of cunning and intelligence are required on the part of humans whaomplexity will tend to be those that exhibit very little variabilityNin
excel at deceiving others. The Rip side of the coin is that a degree dhe limiting case, generating only instances from the original collec-
gullibility is required on the part of the person(s) being deceived. tion. This would be analogous to a forger who could only produce

Things get more complicated when the deception is Operpetratedfact copies of another artistOs works, rather than works Oin the style
by a technological artifact as opposed to a willfully deceptive humanofO said artistNthe latter being the stock-in-trade of infamous art
To quote Shieber once again, O[l]t has been known since Weizefergers Han van Meegeren [25] and Elmyr de Hory [10].
baumOs surprising experiences with ELIZA that a test based on fool- In contrast, programs from the family of Fluid Concepts architec-
ing people is confoundingly simple to passO (p. 72; cf. [24]). The gistures (see 4.1 below) possess relational and generative models that
of WeizenbaumOs realization is that our interactions with computerre domain-specibc. For example, the Letter Spirit architecture [19]
programs often tell us less about the inner workings of the programi specibcally concerned with exploring the thematic variability of a
themselves than they do about our tendency to project meaning argiven font style. Given Letter SpiritOs (relatively) sophisticated repre-
intention onto artifacts, even when \aowwe should know better.  sentation of the Obasis elementsO and Orecombination mechanismsO
of form, it might reasonably be expected to have a high Kolmogorov
complexity. The thematic variations generated by Letter Spirit are
therefore not easily approximated by domain-agnostic data-mining
For another perspective on the distinction between genuine accon@Pproaches.
plishment and mere trickery, let us consider the parallel case of art
forgery. Is it possible to distinguish between a genuine artist and 13 4 Depth, shallowness, and the Turing test
mere faker? It is tempting to reply that in order to be a good fakerN
one good enough to fool the expertsNone must necessarily be a goatihe artistrybforgery distinction is useful insofar as it offers another
artist to begin with. But this sort of argument is too simplistic, as it perspective on the issue of depth versus shallownessNan issue that is
equates artistry with technical skill and prowess, meanwhile ignorcrucial in any analysis of the Turing test. Just as the skilled art forger
ing originality, artistic vision, and other qualities that are essential tais adept at using trickery to simulate OauthenticityONfor example, by
genuine artistry (cf. [14], [2]). In particular, the ability of a skilled art artibcially aging a painting through various techniques such as bak-
forger to create a series of works in the style of, say, Matisse does natg or varnishing ([10], [25])Nanalogous forms of trickery tend to
necessarily imply insight into the underlying artistic or expresgsive  bnd their way into the Loebner Prize competition: timely pop-culture
sionof MatisseNthe vision responsible for giving rise to those works references, intentional typos and misspellings, strategic changes of

2.1 The parallel case of art forgery
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subject, and so on (cf. [20], [1]). Yet these surface-level tricks haveordinary human being, but an Oelite scientistO and member of the U.S.
as much to do with the genuine modeling of intelligence as coatindNational Academy of Sciences. The judge, who is also an Academy
the surface of a painting with antique varnish has to do itha Pde  member and an expert in the domain in question, interacts with the
artistry. Much like the art forgerOs relationship with the art world, theconfederate and the contestant (i.e., the program). Feigenbaum elab-
relationship between contestant programs and judges in the Loebnerates, OThe judge poses problems, asks questions, asks for explana-
Prize is essentially adversarial, not collaborative. The adversarial haions, theories, and so onNas one might do with a colleagueO ([3],
ture of these contestantbjudge interactions, we feel, is a driving forge. 36). No time period is stipulated, but as with the Turing test, Othe
in the divergence of the Turing test, in its current instantiations, fromchallenge will be considered met if the computational intelligence
the spirit in which it was originally conceived. OwinsO one out of three disciplinary judging contests, that is, one of
the three judges is not able to choose reliably between human and

3 SOME VARIATIONS ON THE TURING TEST computer performero (ibid.).

The idea of proposing modibcations to the Turing test is not a ne . .
one. In this section, we look at such proposalsNStevan Harnadgé'?’ A modibed Feigenbaum test

OTotal Turing TestO (and the accompanying hierarchy of Turing testgigenbaum®s emphasis on knowledge-intensive technical domains
he outlines) and Edward FeigenbaumOs eponymous variation on tein keeping with his longtime work in the area of expert systems.
Turing testNbefore discussing how they relate to our own, describedrhis aspect of his test is incidental, even irrelevant, to our purposes.

below as a Omodiped Feigenbaum test.O In fact, we go one step further with our Omodibed Feigenbaum test®
and remove the need for an additional contestant beyond the pro-
3.1 The Total Turing Test gram. Rather, the judge OinteractsO directly with the program for an

arbitrarily long period of time and evaluates the programOs behavior

Harnad ([6], [7]) has outlined a detailed hierarchy of possible TuringgjrectlyRand qualitativelyNon the basis of this interaction. (No il-
tests, with TuringOs own version occupying the second of bve Tungssion is made about the program passing for human, which would
on this hypothetical ladder. Harnad refers to this as the T2, or Opegg premature and naive in any case.)
pal,O level, given the strict focus on verbal (i.e., written or typed) \whatis relevant about the Feigenbaum test for our purposes is its
output. Directly below this level is the t1 test (where OtO stands ffmphasis on focused, sustained interaction between judge and pro-
Otoy,0 not OTuringO). Harnad observed, a decade ago, that Oall ofth& within a suitably subtle domain. Our modibed Feigenbaum test
actual mind-modelling research efforts to date are still only at the tlstresses a similar type of interaction, though the domainKiwhile still
level, and will continue to be so for the foreseeable fyture: CognitiveconstrainedNis far less specialized or knowledge-intensive than, say,
Science has not even entered the TT hierarchy yetO[Thisis  astrophysics or medicine. In fact, the domain we discuss belowN
still the case today. . ) letter-string analogiesNwas originally chosen as an arena for mod-

Just as the t1 test draws on Osubtotal fragmentsO of T2, T2 stangg cognition because of its balance of generality and tractability
in a similar relation to T3, the Total Turing Test. This test requires notig]. In other words, the cognitive processes involved in thinking and
just pen-pal behavior, but robotic (i.e., embodied) behavior as wellptherwise Goperating® within the domain are intended to be more or
A machine that passed the Total Turing Test would be functionallyless general and domain-independent. At the same time, the restric-
(though not microscopically) indistinguishable from a human b&ing. tion of the domain, in terms of the entities and relationships that make

Clearly, there are fewer degrees of freedomNand hence less room yp, is meant to ensure tractability and plausibilityNin contrast to
for deceptionNas we climb the rungs on HarnadOs ladder, particliealing (or pretending to deal) with complex real-world knowledge
larly from T2 to T3. However, given the current state of the art, the T3uf 5 sort that can scarcely be attributed to a computer program (e.g.,
can only be considered an extremely distant goal at this ppint. It ma¥nowledge of medicine, the solar system, etc.).
be that the T2, or pen-pal, test could only be convincingly OpassedON |, the following section, we argue on behalf of this approach and
over an arbitrarily long period of time, as Harnad stipulates, and nokpow how research carried out under this ongoing program represents

just the Pve-minute period suggested by Turing and adhered to ign example of how one can take the idea of TuringOs test seriously
the Loebner Prize competitionNby a system that could move aroundyithout taking its specibcations literally.

and interact with other people and things in the real world as we do.

It may even be that certain phenomena that are still being modeled

and tested at the t1 levelNeven seemingly abstract and purely Oco&c TAKING TURING SERIOUSLY: AN
nitiveO ones such as analogy-making and categorizationNare ulti- ALTERNATIVE APPROACH

mately grour_lded in embodiment and sens_ori_mo_tor capacities as qu] an essay entitled OOn the Seeming Paradox of Mechanizing Cre-
(cf. [12]), which would imply fundamental limitations for much cur- a4 iy & Hofstadter [8] relates Myhill®s [17] three classes of mathe-
r_ent res_earch. Unfortunately, such questions must be set aside for tlﬂ%ltical logic to categories of behavior. The most inclusive category,
time being, as they are beyond the scope of this paper. the productive is the one that is of central interest to us here. While
no Pnite collection of rules sufbces to generate the members of a pro-
3.2 The Feigenbaum test ductive seP (and nox I P), a more expansive and/or sophisticated
The Feigenbaum test [3] was proposed in order test the qualitivei}ttholjr?; Onuenrgg\éea::lils;sagle., creative processes) can approximate
of reasoning in specialized domainsNprimarily scientiPc or other- In order to emphasize the role of such Ounbounded creativityO in
Wise.tgchnical domains such as astrqphySiCS, compyter science, a{f'fje evaluation of intelligence, we describe a modibed Feigenbaum
medicine. The confederate in the Feigenbaum test is not merely st restricted to the microdomain of letter-string analogies. An ex-

5 The T4 and T5 levels, which make even greater demands, are not relevafdnple of such a problem is, Qlic changes tabd, how would you
for our purposes. changepxgxrx in Othe same wayO?0O (or simpty’ abd; pxgxrx
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I ??7. Problems in this domain have been the subject of extenswers, since outliers are not readily captured by gross mechanisms
sive study [9], resulting in the creation of the well-known Copycat such as sequences of transition probabilities.
model [16] and its successor, Metacat [15]. Before describing this

test, however, we brieRy discuss these programs® architecturesgmm A example from the Copycat microdomain
general terms.

To many observers, a letter-string analogy problem such as the afore-
mentionedabc ! abd; iijjkk ! ???might appear trivial on prst
glance’ Yet upon closer inspection, one can come to appreciate the
surprising subtleties involved in making sense of even a relatively

5 ) ) ) basic problem like this one. Consider the following (non-exhaustive)
CopycatOs architecture consists of three main components, all pdt of potential answers to the above problem:

which are common to the more general Fluid Concepts architectural
scheme. These components are the Workspace, which is essentia¥yiijjll B To arrive at this seemingly basic answer requires at least
roughly the programOs working memory; the Slipnet, a conceptual

4.1 Copycat, Metacat, and Fluid Concepts
architectures

network with variably weighted links between concepts (essentially

a long-term memory); and the Coderack, home to a variety of agent-

like codelets, which perform specibc tasks in (simulated) parallel,
without the guidance of an executive controller. For example, given
the problemabc! abd;iijjkk ! ??7? these tasks would range from
identifying groups (e.g., th@ in iijjikk ) to proposing bridges be-

sameness groups jj , andkk Nnot as a sequence of individual
letters; (2) seeing the grolgk as playing the same role iijikk

that the letterc does inabc; and (3) seeing the change fraso

d in terms ofsuccessorshipnd not merely as a change from the
lettercto theletterd. The latter point may seem trivial, but itis not

a given, and as we will see, there are other possible interpretations.

iijjkl B This uninspiring answer results from simply changing the
letter category of the rightmodgtter in iijjkk to its successor, as

tween items in different letter-strings (e.g., thin abcand thej in ¥
iijjkk ) to proposing rules to describe the change in the initial pair of
strings (i.e., the change froabc to abd).® opposed to the letter category of the rightmgstup.

Building on Copycat, Metacat incorporates some additional com¥ iijjkd D This answer results from the literal-minded strategy of
ponents that are not present in its predecessorOs architecture, mossimply changing the last letter in the stringdpall the while ig-
notably the Episodic Memory and the Temporal Trace. As the pro- noring the other relationships among the various groups and letter
gramOs name suggests, the emphasis in Metacairistanognition categories.
which can broadly be debned as the process of monitoring, or think¥ iijjdd D This semi-literal, semi-abstract answer falls somewhere
ing about, one®s own thought processes. What this means for Metacatn betweeriijjll andiijikl . On the one hand, it reRects a failure to
is an ability to monitor, via the Temporal Trace, events that take place perceive the change frootod in the initial string in terms o$uc-
en route to answering a given letter-string problem, such as detect- cessorshipinstead treating it as a mere replacement ofi¢tier
ing a OsnagO (e.g., trying to bnd the succesgomioich leads to a c with theletter d. On the other hand, it does signal a recognition
snag because the alphabet does not Ocircle aroundO in this domainthat the concepgroupis important, as it at least involves carrying
or noticing a key idea. Metacat also keeps track of its answers to pre- out the change frork to d in the target string over tbothks and
vious problems, as well as its responses on previous runs of the samenot just the rightmost one. This answer has a OhumorousO qual-
problem, both via the Episodic Memory. As a result, it is able to be ity to it, unlike iijjkl oriijjkd , due to its mixture of insight and
OremindedO of previous problems (and answers) based on the probconfusion.
lem at hand. Finally, it is able to compare and contrast two answers
at the userOs prompting (see Section 4.3 below).

Philosophically speaking, Fluid Concepts architectures are pre

This incomplete catalog of answers hints at the range of issues that
fan arise in examining a single problem in the letter-string analogy

icated upon the conviction that it is possible to Oknow everythin jomain. Copycat itself is able to come up with all of the aforemen-

aboutO the entities and relationships in a given microdomain. In oth lpned answers (along with a few others), as illustrated in Table 1,

words, there is no propositional fact about domain entities and prowhich revealsijllto be the programOs Opreferred choiceO accord-

cesses (or the effect of the latter on the on the former) that is not iff'9 th the two av.?#abkl].e rr]neas;:res. The_se measurr(ajs greth(l) the rela-
principle accessible to inspection or introspection. In Copycat, thé've requency with which each answer is given and (2) the average

domain entities range from permanent OatomicO elements (primarﬁ:>na| temperatureQ associated with each answer. Roughly speaking,

the 26 letters of the alphabet) to temporary, composite ones, such e te[nperaturerhu:h can range frqm Oto 10_ON|_nd|cates the pro-
the letter strings that make up a given probled ijjkk , pxaxrx gramOs moment-to-moment OhappinessO with its perception of the

etc.); the groups within letter strings that are perceived during theproblem C_iL_mng a run, with a lower temperature corresponding to a
course of a run (e.g., thi jj, andkk in iijjkk ); and the bonds that more positive evaluation
are formed between such groups. The relationships include concepts
such asame opposite successqipredecessgrand so on. 4.3 The modibed Feigenbaum test: from Copycat
A key aspect of the Fluid Concepts architecture is that it affords an to Metacat

exploration the space of instantiations of those entities and relatio_rbne limitation of Copycat is its inability to OsayO anything about the

ships ina (Iargely) non-stochastic fashionNthat is, in a_mannerthat IS, nswers it gives beyond what appears in its Workspace during the
predominately directed by the nature of the relationships themselves.

In contrast, the contextual pressures that give rise to some subtle yéSuch problems may seem to bear a strong resemblance to the kinds of prob-
low frequency solutions are unlikely to have a referent within a sta- lems one might bnd on an IQ test. However, an important difference worth

tistical hine-| . del built f fC t noting is that the problems in the Copycat domain are not conceived of as
Istical machine-learning model bullt from a corpus or Copycat an- having OcorrectO or OincorrectO answers (though in many cases there are

clearly ObetterO and OworseO ones). Rather, the answers are open to discus-
6 See [16] for an in-depth discussion of codelet types and functions in Copy- sion, and the existence of subtle differences between the various answers to
cat. a given problem is an important aspect of the microdomain.
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Table 1. Copycat®s performance over 1000 runs on the prodherh cases) as groups of the same type going in the same direction.

abd; iijkk ! 222 Adapted from [16]. Allin all, 10d sayabd is really terrible andijjll is very good.

Answer  Frequency  Average Final Temperature Apart from the thin veneer of human agency that results from
ijjl 810 27 MetacatOs text generation, the programOs accomplishmentsNand just
!!J_J_'é'd 185 3127 as importantly, itailuresNbecome transparent through interaction.

1)

kKl 9 46

iijkil 3 43 ;

ik 3 s 4.4 Looking ahead
ijkkl 1 43

In order for it to actually pass an Ounrestricted modibed Feigenbaum
testO in the letter-string analogy domain, what other questions might

) o ) we conceivably require Metacat to answer? Here are some sugges-
course of a run. While aggregate statistics such as those illustratgg s

in Table 1 can offer some insight into its performance, the program

is not amenable to genuine Feigenbaum-testing, primarily becauseyit proplems that involve more holistic processing of letter strings.
doesnOt have the capacity to summarize its viewpoint. To the extentthere are certain letter strings that humans seem to have little
that it can be Feigenbaum-tested, it can only do so in response 10 rgyple processing, but that are beyond Metacat®s graspRifor ex-
what might termed Prst-order questions (eap¢! abd; iijjkk ! ample, the stringooaaoobboooccom the problemabe!  abd;

??7). It cannot answer second-order questions (i.e., questbast oooaaoobboooccod 2?2 How are we so effortlessly able to
quest!ons), let alone questions aboutdtswersto questions about Otune outO thds irmooaaoobboooccddWhat would it take for
questions. _ _ o a Metacat-style program to be able to do likewise?

In contrast, Metacat allows us to ask increasingly sophisticated  njeta-level questions about sequences of answers. For example,
questions of it, and thus can be said to allow for the sort of modi- - ;o is the relationship between answer A and answer B different
ped Feigenbaum-testing described in Section 3.3. One can Ointeract@qm that between C and D?0 Such guestions could be answered
with the program in a variety of ways: by posing new problems; by sing the declarative information that Metacat already has; all that
inputting an answer to a problem and running the program in Ojustify yould seem to be required is the ability to pose the question.
moc_le,O_ asking it to evaluate and make sense of th_e answer; anf@yQuestions pertaining to concepts about analogy-making in gen-
having it compare two answers to one another (_as in thg a_lbove ©X- eral, such asnapping role, theme slippage pressure pattern
amples). In doing the latter, the program summarizes its OviewpointO and concept Metacat deals implicitly with all of these ideas, but
with one of a set of canned (but non-grbltrary) English desprlptlons. it doesnOt have explicit knowledge or understanding of them.

For example, the preferred answer might be Obased on aricher seyofan apility to characterize problems in terms of Othe issues they
ideas,0 Omore abstract,0 or Omore coherent.O are about,0 with the ultimate goal of having a program that is able
_The program also attempts to OexplainO how the two answers areyg create new problems of its ownRwhich would certainly lead
similar to each other and how they d!ffer. For ?_>_<ample,__<_:_on5|_der the {9 a richer, more interesting exchange between the program and
programOs summary of the comparison betvigitnandiijjdd in the human interacting with it. Some work in this area was done in
response to the aforementioned problem: the Phaeaco Fluid Concepts architecture [4], but the issue requires
further investigation.

The only essential difference between the ansijjéd and 5. Questions of the form, OWhy is answemore humorous (or
the answeiijjll to the problenabc! abd;iijjkk | ???is that stranger, or more elegant, etc.) than ansB®® Metacat has im-
the change fronabcto abd is viewed in a more literal way for plicit notions, however primitive, of concepts such sscinct-
the answeiijjdd than itisin the case oifjll . Both answers rely ness coherence and abstractnesswhich bgure into its answer
on seeing two stringsapc andiijjkk in both cases) as groups comparisons. These notions pertain to aesthetic judgment insofar

of the same type going in the same direction. Allin all, IOd say ~ as we tend to bnd things that are succinct, coherent, and reason-

iijji s the better answer, since it involves seeing the change  aply abstract to be more pleasing than things that are prolix, in-

from abcto abd in a more abstract way. coherent, and either overly literal or overly abstract. Judgments

involving humor often take into account such factors, too, among

It should be emphasized that the specibc form of the verbal output many others. MetacatOs abilityNhowever rudimentaryNto em-
is extremely unsophisticated relative to the capabilities of the un- ploy criteria such as abstractness and coherence in its answer eval-
derlying architecture, indicating that it is possible to exhibit depth of  yations could be seen as an early step toward understanding how
insight while treating text generation as essentially a side-effect. This these kinds of qualitative judgments might emerge from simpler
contrasts sharply with contemporary approaches to the Turing test.  processes. On the other hand, for adjectives such as Ohumorous,0

For the sake of contrast, here is the programOs comparison betweerwhich presuppose the possession of emotional or affective states,
the answerdijjll andabd, which illustrates some of the programOs it is not at all clear what additional mechanisms might be required,
limitations in clumsily (and, of course, unintentionally) humorous  though some elementary possibilities are outlined in [18].

fashion: 6. A rudimentary sense of the Opersonality traitsO associated with
certain patterns of answers. In other words, just as Metacat is able
The only essential difference between the ansatet and compare two answers with one another, a meta-Metacat might
the answeiijjll to the problemabc! abd; iijjkk ! ???is be able to compare twsetsof answersNand, correspondingly,
that the change frorabcto abd is viewed in a completely dif- two answerer8iwith one another. For example, a series of literal-
ferent way for the answeabd than it is in the case aifjjll . minded or short-sighted answers might yield a perception of the
Both answers rely on seeing two string®¢ andiijjkk in both answerer as being dense, while a series of sharp, insightful an-
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swers punctuated by the occasional obvious clunker might yield a[8]
picture of an eccentric smart-aleck. ]

Ultimately, however, the particulars of Copycat, Metacat, and th 10]
letter-string analogy domain are not so important in and of them-
selves. The programs merely serve as an example of a kind of afil]
proach to modeling cognitive phenomena, just as the domain itselt?]
serves as a controlled arena for carrying out such modeling.

To meet the genuine intent of the Turing test, we must be able
to partake in the sort of arbitrarily detailed and subtle discoursg13]
described above in any domain. As the forgoing list shows, how{14]
ever, ther~e is much that remains to be done, evenNto stick with ou[ !
exampleNwithin the tiny domain in which Copycat and Metacat op-
erate. It is unclear how far a disembodied computer program, even
an advanced successor to these two models, can go toward modeliig]
socially and/or culturally grounded phenomena such as personalit
humor, and aesthetic judgment, to name a few of the more obvimﬁ
challenges involved in achieving the kind of discourse that our Otesfg]
ultimately calls for. At the same time, it is unlikely that such dis- [19]
course lies remotely within the capabilities of any of the current gen-
eration of Loebner Prize contenders, nor does it even seem to bel4f!
goal of such contenders. [21]

5 CONCLUSION 22
We have argued that the Turing test would more probtably be consiég3]
ered as a sequence of modibed Feigenbaum tests, in which the ques-
tioner and respondent are to collaborate in an attempt to extract mage4]
imum subtlety from a succession of arbitrarily detailed domains. In
addition, we have explored a parallel between the Odomain-agnosti
approach of statistical machine learning and that of artistic forgery,

in turn arguing that by requesting successive variations on an orig-
inal theme, a critic may successfully distinguish mere surface-level
imitations from those that arise via the meta-mechanisms constitu-
tive of genuine creativity and intelligence. From the perspective we
have argued for, Metacat and the letter-string-analogy domain can be
viewed as a kind of Drosophila for the Turing test, with the search
for missing mechanisms directly motivated by the specibc types of
questions we might conceivably ask of the program.
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Laws of Form and the Force of Function.
Variations on the Turing Test

Hajo Greif!

Abstract. This paper commences from the critical observation that it isnOt a brain, and so it canOt think.O | would like to suggest
the Turing Test (TT) might not be best read as providing a debni- a particular kind of test that one might apply to a machine.

tion or a genuine test of intelligence by proxy of a simulation of You might call it a test to see whether the machine thinks, but
conversational behaviour. Firstly, the idea of a machine producing it would be better to avoid begging the question, and say that
likenesses of this kind served a different purpose in Turing, namely the machines that pass are (letOs say) OGrade AO machines. |[...]
providing a demonstrative simulation to elucidate the force and scope (Turing in a BBC radio broadcast of January 10th, 1952, quoted

of his computational method, whose primary theoretical import lies  after [3, p. 494 f])

within the realm of mathematics rather than cognitive modelling.

Secondly, it is argued that a certain bias in TuringOs computation&lring then goes on to introducing a version of what has come to
reasoning towards formalism and methodological individualism conbe known, perhaps a bit unfortunately, as the Turing Test, but was
tributed to systematically unwarranted interpretations of the role obriginally introduced as the Oimitation gameO. In place of the ar-
the TT as a simulation of cognitive processes. On the basis of theculation of debnitions of intelligence or the establishment of ro-
conceptual distinction in biology between structural homology vs.bust empirical criteria for intelligence, we Pnd much less ambitious,
functional analogy, a view towards alternate versions of the TT isand arguably more playful, claims. One purpose of the test was to
presented that could function as investigative simulations into thelevelop a thought-experimental, inductive approach to identifying
emergence of communicative patterns oriented towards shared goathose properties shared between the human brain and a machine
Unlike the original TT, the purpose of these alternate versions wouldvhich would actually matter to asking the question of whether men
be co-ordinative rather than deceptive. On this level, genuine funcer machines alike can thinkhat is the common ground human
tional analogies between human and machine behaviour could ariggings and machines would have to share in order to also share a

in quasi-evolutionary fashion. set of cogpnitive traits? was not a matter of course in Turing®s day
that there could possibly be any such common ground, as cognition
1 A Turing Test of What? was mostly considered essentially tied to (biological or other) hu-

man naturé.In many respects, the TT was one very instructive and

While the basic character of the Turing Test (henceforth TT) as a simimaginative means of raising the question whether the physical con-
ulation of human conversational behaviour remains largely unquesstitution of different systems, whether cold-porrige-like or electric-
tioned in the sprawling debates it has triggered, there are a numbeircuitry-like, makes a principled difference between a system with
of diverging interpretations as to whether and to what extent it pro-and a system without cognitive abilities. Turing resorted to machine
vides a debnition, or part of a dePnition, of intelligence in general simulations of behaviours that would normally be considered expres-
or whether it amounts to the design of an experimental arrangemesions of human intelligence in order to demonstrate that the lines of
for assessing the possibility of machine intelligence in particular. ltdemarcation between the human and the mechanical realm are less
thus remains undecided what role, if any, there is for the TT to playthan stable.
in cognitive inquiries. The TT is however not sufpcient as a meansdosweringthe

I will follow James H. Moor [13] and other authors [21, 2] in their questions it brst helped to raise, nor was it so intended. TuringOs
analysis that, contrary to seemingly popular perception, the TT doegrimary aim for the TT was one demonstration, among others, of
neither provide a dePnition nor an empirical criterion of the namedhe force and scope of what he introduced as the Ocomputational
kind. Nor was it intended to do so. At least at one point in Alan M. methodO (which will be brieRy explained in section 2). Notably,
TuringOs, mostly rather informal, musings on machine intelligencehe computational method has a systematically rooted bias towards,
he explicitly dismisses the idea of a debnition, and he attenuates therstly, considering a systemOs logical form over its possible functions
idea of an empirical criterion of machine intelligence: and towards, secondly, methodological individualism. | will use Tur-

ingOs mathematical theory of morphogenesis and, respectively, the

I donOt really see that we need to agree on a debnition [of think- distinction between the concepts of structural homology and func-

ing] at all. The important thing is to try to draw a line between  tional analogy in biology as the background for discussing the impli-

the properties of a brain, or of a man, that we want to discuss, cations of this twofold bias (in section 3). On the basis of this dis-

and those that we donOt. To take an extreme case, we are notcussion, a tentative reassessment of the potentials and limits of the

interested in the fact that the brain has the consistency of cold

porridge. We donOt want to say OThis machineOs quite hard, s8n[1, p. 168 f], Margaret Boden notices that the thought that machines could

possibly think was not even a OheresyO up to the early 20th century, as that
1 University of Klagenfurt, Austria, email: hajo.greif@aau.at claim would have been all but incomprehensible.
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TT as a simulation will be undertaken (in section 4): If there is a sys-operations. The fulbIment of the required routines demands an abil-
tematic investigative role to play in cognitive inquiries for modibed ity to apply a set of rules and, arguably, some mental discipline, but
variants of the TT, these would have to focus on possible functionshese routines are not normally considered part of the most typical
to be shared between humans and machines, and they would hase complex properties of human thought  and can be mechanised,
to focus on shared environments of interaction rather than individuain a more direct, material sense, by an appropriately constructed and
behaviours. programmed machine. Hence, TuringOs notion of Omechanical® was
of a fairly abstract kind. It referred to a highly standardised and rou-

. . tinised method of solving mathematical problems, namely the com-

2 The Paradigm of Computation putational method proper. This method could be equally applied by

Whether intentionally or not, Turing®s reasoning contributed t&uman, mechanical or digital OcomputersO, or by any other system

breaking the ground for the functionalist arguments that prevail inc@pable of following the required routines.

much of the contemporary philosophies of biology and mind: An  Given this description of computability, the primary aim of Tur-

analysis is possible of the operations present within a machine or af#9Os models of phenomena such as morphogenesis, the organisation

organism that systematically abstracts from their respective physicéﬂf the nervous system or the simulation of human conversation lies in

nature. An set of operations identical on a specibed level of descrig2nding out whether, how and to what extent their specibc structural

tion can be accomplished in a variety of physical arrangements. An§' behavioural patterns can be formally described in computational

inference from the observable behavioural traits of a machine simuterms P and thus within the realm of mathematics. A successful appli-

lating human communicative behaviour, as in the TT, to an identitycation of the computational method to the widest variety of phenom-

of underlying structural features would appear unwarranted. ena would have implications on higher epistemological or arguably
Turing®s work was concerned with the possibilities of devising £ven metaphysical levels, but, being possible implications, these are

common logical form of abstractly describing the operations in queshot contained within the mathematical theory.

tion. His various endeavours, from morphogenesis via (proto-) neu-

ronal networks to the simulation of human conversational behaviour3 The Relevance of Form and Function

can be subsumed under the objective of exploring what his Ocompys-

tational methodO could achieve across a variety of empirical belci)hte dde3|gn tOf tu.rlmtghof tcr:‘om[;utatlonal methOd ![ntwtlvelyhs_uggests,
and under a variety of modalities. Simulations of conversational be- ut does not entarl, that the pnenomena In question are chieby con-

haviours that had hitherto been considered an exclusively humaﬁIderEd in their, computatlonally modellableym. Turing focuses
the formal patterns of organic growth, on the formal patterns of

domain constituted but one of these belds, investigated under ol o AR .
modality. neuronal organisation and re-organisation in learning, and on the log-

Turing®s computational method is derived from his answer to gal forms of human conversation. The possible or actual functions

logico-mathematical problem, David HilbertOs (\)Entscheidungspr8I these formally described pattgrns, n terms of the purposes they do
gmay serve, are not systematically considered. A second informal

blemO (the decision problem) in predicate logic, as presented in [8]. .7 L . LT

This problem amounts to the question whether, within the conpne p"Ca“O'? of Tur_lngOs _conjputatlonal approach lies in his focus on
of a logical calculus, there is an unequivocal, well-debned and Dt- € _behgw'(:ur of !solated,ldlt;m:ual fgStﬁmS b ktl)en_ce not (()jn the or-'th
nite, hence at least in principle executable, procedure for deciding offanism Inits environment, but on the human brain as a gevice wi
the truth of a proposition stated in that calculus. After Kued@lOs iInput and output functior’s Such focus on self-contained, individ-

demonstration that neither the completeness nor the consistency Hf"l entities was arguably guided by a methodological presupposition

arithmetic could be proven or disproven within the conbnes of arith-Informecj by the systematic goals of TuringOs research: The original

metic proper [7], the question of deciding on tineth of arithmeti- tOp't(_:S of hl_ihl_nquwy \;velie th(;propertles of elt_er_nelnttar)f[ ';eCLiLSNfe op-
cal propositions from within that same axiomatic system had to beera(\jlons wi f':;] a calcu Ltjst eTce,tﬁng ‘irf]ﬂrzl_ﬂca ets ?fr eh otrce
recast as a question of deciding on the intepravability of such and scope of the computational metnod, that I, any test for what can

propositions. The B negative B answer to this reformulated prol?—e accomplished by means of Sl.JCh elementary recursive opera_tions,
lem was given by Turing [18] (and, a little earlier, by a slightly dif- would naturally but not necessarily commence in the same fashion.

ferent method, Alonzo Church). TuringOs path towards that answer In ordgr to get a clearer view of this twqfold blas,_|t rplght be
was based on &lel®s elegant solution to the former two problemsWorthwhlle to take a closer look at the paradigm of TuringOs compu-

namely a translation into arithmetical forms of the logical operationst"’1t|0na| method. That paradigm, in terms of elaboration, rigour and

required for deciding on the provability of that proposition within systematicity, is not to be foun_d n h'.s playful and |nfo_rmal |m|tat|qn
the system of arithmetical axioms. Accordingly, the method of fur-9ame approach to computer simulations of conversational behaviour.

ther investigation was to examine the calculability of the arithmeticallns_‘tead’ itis .to .be fgund n h's. mathema_tlcal~theory of morphogen-
forms so generated. esis [20]. This inquiry was guided by Sir DOArcy ThompsonQOs, at

To decide on the calculability of the problem in turn, Turing intro- its time, inBuential worlOn Growth and Forn{17], and it was di-

duced the notion of computability. A mathematical problem is Cor]_rected at identifying the basic chemical reactions involved in generat-

sidered computable if the process of its solution can be broken dowl{!9 organic patterns, from an ammaIQS growth to the grown animalOs
anatomy, from the dappledness or stripedness of furs to the arrange-

into a set of exact elementary instructions by which one will arrive at ~ . .
a determinate solution in a bnite number of steps, and which couIH]em of a sunfowerOs Borets and the phyllotactic ordering of leaves

be accomplished, at least in principle, by human Ocompuit&rsgh on a plantl()s} tWIgSl. Tr;ﬁ gentt_eraF]?n r?.f su_(I:_P;] patterlr;s wasdmlodelled

complex problems should thus become reducible to a set of basi¢ "'gorously formal-mathematical fashion. The resuiling model was
impartial to the actual biochemical realisation of pattern formation. It

3 | am following B. Jack Copeland [4] here on his debnition of computability, would only provide some cues as to what concrete reactants, termed

as he makes a considerable effort at spelling out what notion of computabilomorphogens() by Turing, one should look out for.
ity Turing was using in [18]. He thus hopes to stem the often-lamented Rood
of loose and misguiding uses of that term in many areas of science. 4 For this observation, see, for example, [9, p. 85].
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Less obviously but similarly important, Turing choset to in- formed for grasping, that of a mole for digging, the leg of the horse,
quire into any adaptive function, in Darwinian terms, of the patternsthe paddle of the porpoise, and the wing of the bat, should all be
so produced. These patterns may or may not serve an adaptive funoenstructed on the same pattern, and should include the same bones,
tion, and what that function amounts to is of secondary concern an the same relative positions?0 [5, p. 434] B where the reference of
best. Explaining the generation of their form does not contribute tdDthe sameO for patterns, bones and relative positions is Pxed by their
explaining that formOs function, nor does it depend on that functiorcommon ancestral derivation rather than, for Owen and other Natural
In this respect, too, TuringOs thoughts appear to be in line with, Philosophers of his time, by abstract archetypes.
not explicitly endorsing, DOArcy ThompsonOs skeptical view of the In contrast, an analogy of function of traits or behaviours amounts
relevance of adaptation by natural selection in evolution. The formato a similarity or sameness of purpose which a certain trait or be-
tive processes in organisms are considered at least partly autonomaoaviour serves, but which, brstly, may be realised in phenotypically
from Darwinian mechanisms. Whether the Rorets of a sun3ower areariant form and which, secondly, will not have to be derived from
patterned on a Fibonacci series, as they in fact are, or whether theyrelation of common descent. For example, consider the function
are laid out in grid-like fashion, as they possibhnnotbe according  of vision in different species, which is realised in a variety of eye
to the mathematical laws of form expounded by Turing, is unlikely designs made from different tissues, and which is established along
to make a difference in terms of selective advantage. In turn howa variety of lines of descent. The most basic common purpose of
ever, natural selection may not offer a path to a grid-like pattern invision for organisms is navigation within their respective environ-
the prst place, while enabling, but arguably not determining, the Fiments. This purpose is shared by camera-based vision in robots, who
bonacci pattern. In likewise fashion, the cognitive abilities of humanarguably have an aetiology very different from any natural organism.
beings or other animals would not in the Prst place be considere@onversely, the same navigational purpose is served by echolocation
as adaptive abilities, debned in relation to challenges posed by thein bats, which functions in an entirely different physical medium and
environments, but in their, mathematically modellable, form. under entirely different environmental circumstances, namely the ab-

Turing®s bias towards form over function, in conjunction with hissence of light.
methodological individualism, created a difpculty in systematically There are no principled limitations as to how a kind of function is
grasping a relation that might look straightforward or even obvious taealised and by what means it is transmitted. The way in which either
the contemporary reader, who is likely to be familiar with the role of variable is bxed depends on the properties of the (biological or tech-
populations and environments in evolution, and who might also be fanological) population and of the environment in question. In terms
miliar with philosophical concepts of functiorsnalogy of functions  of determining itscontent a function is bxed by the relation between
across different, phylogenetically distant species. In Turing®s notican organismOs constitution and the properties of the environment in
of decoupling logical form from physical structure, the seeds of thewhich it bnds itself, and thus by what it has to accomplish in rela-
concept of functional analogy appear to be sown, however withoution to organic and environmental variables in order to prevail. This
growing to a degree of maturity that would prevent the prematurevery relation may be identical despite the constitution of organisms
conclusions often drawn from TuringOs presentation of the TT. and the properties of the environment being at variance between dif-

It is the condition of observable similarity in behaviour that has ferent species. Perceiving spatial arrangements in order to locomote
been prone to misguide both proponents and critics of the TT. Onender different lighting conditions would be a case in point. In terms
cannot straightforwardly deduce a similarity of kind B in this caseof the methodby which a function is bxed, a history of differential
being in command of a shared form of intelligence B from a simi-reproduction of variant traits that are exposed to the variables of the
larity in appearance. A relation of proximity in kind could only be environment in which some population bnds itself will determine the
brmly established on the grounds of a relation of common descenfunctional structure of those traits. If an organism is endowed with a
that is, from being part of the same biological population or fromreproducible trait whose effects keep in balance those environmental
being assembled according to a common desigBauplan Thisis  variables which are essential to the organismOs further existence and
the ultimate skeptical resource for the Al critic who will never ac- reproduction, and if this happens in a population of reproducing or-
cept some computerOs or robotOs trait as the same or equivalengdnisms with sufbcient frequency (which does not even have to be
a human one. However convincing it may look to the unprejudicedextremely high), the effects of that trait will be their functiohs.
observer, any similarity will be dismissed as a feat of semi-scientibc Along the lines of this argument, an analogy of function is possible
gimmickry. Even a 1:1 replica of a human being, down to artibcialbetween different lines of descent, provided that the environmental
neurones and artibcial muscles made of high-tech carbon-based Ehallenges for various phylogenetically remote populations are sim-
bres, is unlikely to convince him or her. What the skeptic is askingilar. There are no a-priori criteria by which to rule out the possibility
for is a structural homologyto lie at the foundation of observable that properties of systems with a common descent from engineering
similarities. processes may be functionally analogous to the traits and behaviours

In the biological discipline of morphology, the distinction between of organisms. In turn, similarity in appearance is at most a secondary
analogies and homologies has brst been systematically applied lpnsequence of functional analogy. Although such similarity is fairly
Richard Owen, who debned it as follows: probable to occur, as in the phenomenon of convergent evolution, it is
never a necessary consequence of functional analogy. The similarity
that is required to hold between different kinds of systems lies in the
tasks for whose fulbIment their respective traits are selected. Struc-
tural homology on the other hand does neither require a similarity of
tasks nor a similarity of appearance, but a common line of descent
from which some trait hails, whatever function it may have acquired
later along that line, and whatever observable similarity it may bear

OANALOGUE.O B A part or organ in one animal which has the
same function as another part or organ in a different animal.
OHbmoLoGUEO B The same organ in different animals under
every variety of form and function. [15, p. 7, capitalisation in
original]

This distinction was put on an evolutionary footing by Charles Dar-

win, who gave a paradigmatic example of homology himself, wherb This is the case for aetiological theories of function, as pioneered by [23]
he asked: OWhat can be more curious than that the hand of a manand elaborated by [11].
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to its predecessor. In terms of providing criteria of similarity that gosome well-known behaviours of their subject matter or OtargetO in a
beyond what can be observed on the phenotypical level, functionalifferent medium, so as to allow manipulations of those behaviours®
analogy trumps structural homology. variables that are analogous to operations on the target proper. The
purpose of Bight simulators for example lies in giving pilots a realis-
. . tic impression of experience of Rying an airplane. Events within the
4 The Turing Test as Demonstrative vs. Right simulation call for operations on the simulation®s controls that
Investigative Simulation are, in their effects on that simulation, analogous to the effects of the
On the grounds of the above argument, the apparent under-depnitiGhc o_peratmns in the Blght_that IS b_elng simulated. The physical
) - . . or functional structure of an airplane will not have to be reproduced
of the epistemical role of the TT owes to an insufbcient understandf-or this purbose. nor. of course. the physical effects of handling or
ing of the possibilities and limitations of functional analogy in the Al . purpose, nor, Lo phy O 9
A . . : .. mishandling an in-RBight routine. Only an instructive simile thereof is
debates: It is either confounded with homological relations, which,

. . reé]wred. | hope to have shown that this situation is similar to what
as there are no common lines of descent between human beings an . . . .

. . ; we encounter in the TT, as originally conceived. No functional anal-

computers, results in the TT being rejected out of hand as a test for . . : . . -

ogy between simulation and target is required at all, while the choice

any possible cognitive ability of the latter. Or analogous functions are nd svstematic role of observable similarities is contingent on the
considered coextensive with a set of phenotypical traits similar, qu%. Y . . 9
idactic purpose of the simulation.

simulation, to those of human beings. Either way, it shows that infer- . . . . .
9 Y An investigative simulation, on the other hand, aims at reproduc-

ences to possible cognitive functions of the traits in question are nat . ; . .
. S . Ing a selection of the behaviours of the target system in a fashion that
warranted by phenotypical similarity. Unless an analogy of function

can be achieved, the charge of gimmickry against the TT cannot b llows for, or contributes to, an explana_ltlon of that behgwours(_) ef _
. ects. In a subset of cases, the explanation of the targetOs functions is
safely defused. If however such an analogy can be achieved, the test - . . .
included, too. Here, a faithful mapping of the variables of the simu-

itself would not deliver the evidence necessary for properly assessing; ~ ~ . . . :
y for properly nI%tlonOs behaviours, and their transformations, upon the variables and

that analogy, nor would it provide much in the way of a suggestion ) X .
how that analogy could be traced. transformations on the targetOs side is of paramount importance. No

One might be tempted to put the blame for this insufbcient Under_phenomenal similarity is required, and a mere analogy of effects is

standing of functional analogy on Turing himself B but that mightnOt sufbcient, as that analogy might be_ coincidental. Instead, some
RN . - ; - aspects of the internal, causal or functional, structure of the target
be an act of historical injustice. Firstly, he did not claim functional

analogies to be achieved by his simulations. Secondly, some of th stem will need to be systematically grasped. To this purpose, an

linkages between the formal-mathematical models which he devell_nvestlgatlve simulation is guided by a theory concerning the target

oped and more recent concepts of evolution that comprise the roIs(::‘ystem, while the range of its behaviours is not exhausted by that the-

of populations and environments in shaping organic functions werd"Y: Novel empirical insights are supposed to grow from such sim-

not in reach of his well-circumscribed theory of computation. Theyﬁftfr;cs)‘r:gvz rsnhaorwr?rtr?aatr:%sair;a\lzsggtu;;oT?qr):inrr?tesn;ilmpgé:i(r:r?.at
were not even bPrmly in place at the time of his writing. Much of con- P 9 '

- ; . .but does not achieve, as there is no underlying theory of the cogni-
temporary evolutionary reasoning owes to the Modern Synthesis I?lve traits that appear to be simulated by proxy of imitating human
evolutionary biology, which was only in the process of becoming the pp u Y proxy g hu

L . . S XG o conversational behaviour.
majority view among biologists towards the end of TuringCs life. An alternative proposal for an investigative role of the TT alon
With the benebpt of hindsight however, and with the claripcation of ) prop nvestigati 9
. . the lines suggested above would lie in creating analogues of some of
matters that it allows, is there any role left for the TT to be played h nitive functions of communicative behaviour. Doin would
in inquiries into human cognition B which have to concern, pbrst an& € coghitive functions of communicative behaviour. Doing so wou
- -, o . not necessarily require a detailed reproduction of all or even most un-
foremost, théunctionsof human cognition? Could it still function as

a simulation of serious scientibc value? Or, trying to capture Turingé’serlylng cognitive t_rglts of human beings. AItho_ugh such areproduc-
. . S ] - tion would be a legitimate endeavour taken by itself, although proba-
ultimate, trans-mathematical objective more precisely and restatin

the opening question of this paper: Could the TT st help to idenfy DY @ daunting one, it would remain conbried to the same individual-
h . istic bias that marked TuringOs own approach. A less individualistic,
the common ground human beings and machines would have to share

in order to also share a set of cognitive traits? For modibed forms o"fmd perhaps more prac_tica_ble approach might take _supra-individual
that test at least, the answer might be positive patterns of communicative interaction and their functions rather than

First of all, one should be clear about what kind of simulation themdwIdual minds as its target.

TT is supposed to be. If my reconstruction of Turing®s proximate One funct|_on .Of human_ comr_numcatlon, it may be ass“me.d' lies
. . . L . . in the co-ordination of actions directed at shared tasks. If this is so, a
aims is valid, the imitation game was intended adeanonstrative

simulation of the force and scope of the computational method, withmOd'Dec.J| TT'§ter S|m_ulat|c3n would alm_at producmg, n evolutl_on-
. L o ... _ary fashion, OgenerationsO of communicative patterns to be tried and
no systematic cognitive intent. By many of its interpreters and critics

however, it was repurposed as iawestigativesimulation that, at a tested in |n_ter_act|on with human coun_terparts. The general method
. . - would be similar to evolutionary robotiésbut, brstly, placed on a
minimum, tests for some of the behavioural cues by which peopl%. : . - .
igher level of behavioural complexity and, secondly, directly incor-

normally discern signals of human intelligence in communication, . . .

. . o orating the behaviour of human communicators. In order to allow
or that, on a maximal account, test for the cognitive capacities o or some such quasi-evolutionary process to occur, there should not
machines proper. q yp ’

be a reward for the machine passing the TT, nor for the human coun-

The notions of demonstrative and investigative simulations are dis: . N .
I : L . . P terpart revealing the machineOs nature. Instead, failures of the ma-
tinguished in an intuitive, prima facie fashion in [16, p. 7 f], but

. . . chine to effectively communicate with its human counterpart, in re-
may not always be as clearly discernible as one might hope. Demon-

strative simulations mostly serve a didactic purpose, in reproducing ror this argument on the epistemic role of computer simulations, see [22].
8 For a paradigmatic description of the research programme of evolutionary
6 For historical accounts of the Modern Synthesis, see, for example, [10, 6]. robotics, see [14].

AISB/IACAP 2012 Symposium: Revisiting Turing and his Test: Comprehensiveness, Qualia, and the Real World 63



lation to a given task, would be punished by non-reproduction, in [3]
the next OgenerationO, of the mechanism responsible for the commu-
nicative pattern, replacing it with a slightly (and perhaps randomly) 4
variant form of that mechanism. In this fashion, an adaptive function
could be established for the mechanism in question over the cours¢s]
of time. Turing indeed hints at such a possibility when brieRy dis-
cussing the Ochild machineO towards the end of [19, pp. 455D460] @
a discussion that, in his essay, appears somewhat detached form tIL
imitation game proper.

For such patterns to evolve, the setup of the TT as a game of im{7]
itation and deception might have to be left behind b if only because
imitation and deception, although certainly part of human commu- 8]
nication, are not likely to constitute its foundation. Even on a fairly
pessimistic view of human nature, they are parasitic on the adap{9]
tive functions of communication, which are more likely to be co-
operative’ Under this provision, humans and machines would be en-lo]
dowed with the task of trying to solve a cognitive or practical prob-
lem in co-ordinated, perhaps collaborative, fashion. In such a situa-
tion, the machine intriguingly would neither be conceived of as an in{11]
strument of human problem-solving nor as an autonomous agent that
acts beyond human control. It would rather be embedded in a sharé
environment of interaction and communication that poses one angds
the same set of challenges to human and machine actors, with at least
partly similar conditions of success. If that success is best achieved [A4]
an arrangement of symmetrical collaboration, the mechanisms of se-
lection of behavioural patterns, the behavioural tasks and the price ofs
failure would be comparable between human beings and machines.
By means of this modibed and repurposed TT, some of the fund46]
tions of human communication could be systematically elucidated
by means of an investigative simulation. That simulation would es—m
tablish functional analogies between human and machine behaviopirg)
in quasi-evolutionary fashion.

5 Conclusion 9]
It might look like an irony that, where, on the analysis presented irPO]
this paper, the common ground that would have to be shared betwegn|]
human beings and machines in order to indicate what cognitive traits
they may share, ultimately and in theory at least, is functionally iden-,
tiPed, and where the author of that thought experiment contributed ng]
developing the notion of decoupling the function of a system from itg23)
physical structure, the very notion of functional analogy did not en-
ter that same authorOs focus. As indicated in section 4 above, putting
the blame on Turing himself would be an act of historical injustice.

At the same instance however, my observations about the formalistic
and individualistic biases built into TuringOs computational method
do nothing to belittle the merits of that method as such, as its practical
implementations brst allowed for devising computational models and
simulations of a variety of functional patterns in a different medium,
and as its theoretical implications invited systematical investigations
into the physical underdetermination of functions in general. In some
respects, it might have taken those biases to enter this realm in the
prst place.
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